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Preface

The Theory of Inequalities began its development from the time when C.F. GAUSS, A.L. CAUCHY and P.L. ČEBYŠEV, to mention only the most important, laid the theoretical foundation for approximative methods. Around the end of the 19th and the beginning of the 20th century, numerous inequalities were proved, some of which became classic, while most remained as isolated and unconnected results.

It is almost generally acknowledged that the classic work “Inequalities” by G.H. HARDY, J.E. LITTLEWOOD and G. PÓLYA, which appeared in 1934, transformed the field of inequalities from a collection of isolated formulas into a systematic discipline. The modern Theory of Inequalities, as well as the continuing and growing interest in this field, undoubtedly stem from this work. The second English edition of this book, published in 1952, was unchanged except for three appendices, totalling 10 pages, added at the end of the book.

Today inequalities play a significant role in all fields of mathematics, and they present a very active and attractive field of research.

J. DIEUDONNÉ, in his book “Calcul Infinitésimal” (Paris 1968), attributed special significance to inequalities, adopting the method of exposition characterized by “majore, minorer, approcher”.

Since 1934 a multitude of papers devoted to inequalities have been published: in some of them new inequalities were discovered, in others classical inequalities were sharpened or extended, various inequalities were linked by finding their common source, while some other papers gave a large number of miscellaneous applications.


The present book — “Analytic Inequalities” — is devoted for the most part to topics which are not included in the two mentioned above. However, even in the exposition of classical inequalities new facts have been added.

We have done our best to be as accurate as possible and have given all the relevant references we could. A systematic bibliographical search was undertaken for a large number of inequalities, and we believe the results included are up to date.
In writing this book we have consulted a very extensive literature. It is enough to mention that “Analytic Inequalities” cites over 750 names, some several times. As a rule, we have studied the original papers and only exceptionally have we leaned on the reviews published in Jahrbuch über die Fortschritte der Mathematik (1868—1944), Zentralblatt für Mathematik (since 1931), Mathematical Reviews (since 1940) and Referativnyi Žurnal Matematika (since 1953). Nevertheless, it was impossible to scan every relevant source and, for various reasons, some omissions were inevitable; we apologize in advance to anyone whose work may not have been given proper credit through oversight. Besides, our selection from the enormous material considered expresses our preference for simple and attractive results.

The greater part of the results included have been checked, although this could not, of course, be done for all the results which appear in the book. We hope, however, that there are not many errors, but the very nature of this book is such that it seems impossible to expect it to be entirely free of them. It is perhaps unnecessary to point out the advisability of checking an inequality before use. It is also worthwhile to turn to the original papers whenever possible, since the reader will frequently find the problem which first motivated the search for the inequality in question.

Though we have emphasized only in a relatively few places that there are unsolved problems, it can be seen from the text itself that there are many results which can be improved or developed in various directions.

This book is, in fact, a considerably extended and improved version of the author’s book “Nejednakosti” which appeared in Serbian in 1965. Although following the idea and the outline of that work, “Analytic Inequalities” is on a higher level, and contains very little of the same material. It also contains many inequalities which are now published for the first time, owing to the fact that many mathematicians generously offered us their unpublished results.

The material of this book is divided into three parts. In the first part — “Introduction” — an approach to inequalities is given, while the main attention is devoted to the Section on Convex Functions.

The second and probably main part — “General Inequalities” — consists of 27 sections, each of which is dedicated to a class of inequalities of importance in Analysis. Special attention was paid to some sections, for instance to Sections 2.11, 2.14, 2.16, 2.23, 2.25, and we believe that they will be of benefit for further research.

Finally, the third part — “Particular Inequalities” — is aimed at providing a collection of various inequalities, more or less closely interconnected, some of which are of considerable theoretical interest. They are classified in a certain manner, although we must admit that this has
not been done perfectly. Part 3 is, in fact, a collection of over 450 special inequalities, and with a few exceptions we were able to add bibliographical references for each one. Owing to lack of space, only a few inequalities are supplied with a complete proof.

As may be inferred from the title — "Analytic Inequalities" — various topics such as geometric inequalities, isoperimetric inequalities, as well as inequalities arising in Probability Theory have not been included. We have also omitted inequalities for univalent and multivalent functions, inequalities arising in Number Theory, inequalities which belong to the Theory of Forms, inequalities such as Bessel's inequality, which belong to the Theory of Orthogonal Series, as well as inequalities arising in the Theory of Special Functions.

This book could be used as a postgraduate reference book, but undergraduate students may also successfully consult individual sections of it. Naturally "Analytic Inequalities" will be of use to those researching in the Theory of Inequalities, but we believe it will also prove useful to mathematicians, engineers, statisticians, physicists and all who come across inequalities in their work.

If it is true that "all analysts spend half their time hunting through the literature for inequalities which they want to use and cannot prove", we may expect that "Analytic Inequalities" will be of some help to them.

A large number of inequalities also hold under weaker conditions than those given here. This is especially true of inequalities involving integrals or positive integers.

It is a shortcoming of the book that the conditions under which strict inequalities hold are not specified everywhere. The form of exposition is not uniform throughout Part 2, in which the majority of results are stated as theorems with proofs, while the others are given more descriptively without emphasizing the theorem.

In the final phase of composing this book, Assistant Professor P.M. Vasić gave a considerable help in the classification of various topics, in writing some individual sections or subsections, as well as in the critical review of almost the whole text, and for these reasons his name appears on the title page.

Professor P.S. Bullen of Vancouver University (Canada) wrote the Section 2.15 on Symmetric Means and Functions which is included here with some minor changes and additions.

Professor P.R. Beesack of Ottawa University (Canada) was good enough to read the whole manuscript as well as the proofs. His remarks, suggestions and comments were very helpful.

Individual sections or subsections of "Analytic Inequalities" were kindly read by Professors J. Aczél, P.S. Bullen and D. Ž. Djoković from Canada, Professors Roy O. Davies, H. Kober, L. Mirsky and R.A.

Without their assistance many misprints and even errors would have probably remained unnoticed. In addition, some sections or subsections have been largely rewritten as a result of Beesack's and Kurepa's suggestions.

The young Yugoslav mathematician J. D. Keckic not only helped with the translation of the manuscript into English, but also gave valuable comments on the text itself. He also compiled the subject index.

Dr. R. R. Janic assisted in collecting documentational material. Dr. D. Dj. Tosic, D. V. Slavic and M. D. Mitricanovic helped in the technical preparation of the manuscript for print.

The author feels indebted to all those mentioned above for the help which they have, in one way or another, given him.

The author is also indebted to a number of mathematicians and institutions for their extremely valuable assistance in furnishing the necessary literature and regrets his inability to quote all of them.

The author will be obliged to readers for further bibliographical data and also for any comments on the content and form of this book. The author believes that it can be improved in various directions. Such comments would be especially valuable as the author, with several associates, is preparing a series of books treating individual classes of inequalities as, for example, integral inequalities, inequalities involving polynomials, trigonometric inequalities, inequalities involving special functions, etc.

The author wishes to thank Springer-Verlag for publishing his book in their distinguished series "Grundlehren der mathematischen Wissenschaften" and for their readiness to meet all requests.

Finally, we list the main books and sources related to inequalities in various directions:


Belgrade, May 1970

D. S. Mitrońović

Organization of the Book

Besides the Preface, Notations and Definitions, and the Indexes, the book contains three parts, each of which is divided into a number of sections, and some of these into subsections. The numeration of theorems, definitions, remarks and formulas is continuous throughout a subsection, or a section which does not contain subsections. If the theorem referred to belongs to the same subsection, only its number is given, while if it belongs to another, the numbers of the part, section, subsection and of the theorem are given. Similar notations are used if a section is not divided into subsections.

There are many cross-references in the book. So, for example, 2.1.4 means Part 2, Section 1, Subsection 4.

As a rule, bibliographical references are quoted after each subsection if it exists, or after each section, if it does not. Sections 1.1, 1.4, 2.15 and 2.25 present exceptions to this rule.

The abbreviations of the cited journals are given according to Mathematical Reviews.
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On Notations and Definitions

The notations and concepts used throughout the book are more or less specified. The reader is assumed to be familiar with the elements of Mathematical Analysis and with the basic concepts of General Algebra and Topology, and since the standard notations were used, it was believed unnecessary to define all of them. We shall, therefore, list only a few of them.

$[x]$ denotes the integral part of the real number $x$.

If $a > 0$, and if $p/q$ is any rational number, with $p$ and $q$ both integers and $q > 0$, then $a^{p/q}$ means the unique positive $q$-th root of $a^p$.

If $r$ is a real number, then $(f(x))^r$ is often denoted by $f(x)^r$, and $(f(k)(x))^r$ by $f^{(k)}(x)^r$.

If $A$ and $B$ are two arbitrary sets, then the set $A \times B$ is defined by

$$A \times B = \{(a, b) | a \in A \text{ and } b \in B\}.$$  

$\mathbb{R}^n$ denotes the $n$-dimensional vector space of points $x$ with coordinates $x_1, \ldots, x_n$. According to whether the coordinates are real or complex, $\mathbb{R}^n$ is called the real or the complex $n$-dimensional space.

A vector or a sequence is called positive (negative) if all its coordinates are positive (negative).

The scalar, or the inner, product of two vectors $a = (a_1, \ldots, a_n)$ and $b = (b_1, \ldots, b_n)$ is the number $(a, b) = a \cdot b = a_1 \overline{b_1} + \cdots + a_n \overline{b_n}$, where $\overline{b_1}, \ldots, \overline{b_n}$ denotes the complex conjugates of $b_1, \ldots, b_n$.

For two sequences $a = (a_1, \ldots, a_n)$ and $b = (b_1, \ldots, b_n)$ we define the sum and product as follows:

$$a + b = (a_1 + b_1, \ldots, a_n + b_n), \quad a \cdot b = (a_1 b_1, \ldots, a_n b_n).$$  

Their difference and quotient are defined analogously, provided in the latter case that $b_i \neq 0$ for $i = 1, \ldots, n$.

$C[a, b]$ denotes the set of all real or complex functions continuous on the interval $[a, b]$.

$L^p[a, b]$ denotes the set of all real or complex functions $f$ such that $f^p$ is integrable on $[a, b]$.

$||f||$ denotes the norm of $f$ with respect to a certain space.

If $A = (a_{ij})$ is an $n \times n$ matrix, then $\text{tr} A = \sum_{i=1}^n a_{ii}$. 

1. Introduction

1.1 Real Number System

1.1.1 Axioms of the Set of Real Numbers


We shall, in a manner similar to that of J. Dieudonné [3], give definitions and the system of axioms of the set of real numbers together with a number of theorems which follow directly from these axioms. Their proofs are more or less simple and will be omitted.

The set of real numbers is a nonempty set $R$ together with two mappings

$$(x, y) \mapsto x + y \quad \text{and} \quad (x, y) \mapsto xy$$

from $R \times R$ into $R$, called addition and multiplication respectively, and an order relation $x \leq y$ (also written $y \geq x$) between elements of $R$ so that:

1$^\circ$ $R$ is a field,

2$^\circ$ $R$ is an ordered field,

3$^\circ$ $R$ is an Archimedean ordered field,

4$^\circ$ $R$ is complete, i.e., $R$ satisfies the axiom of nested intervals.

Since this monograph deals with inequalities, we shall consider in some detail only the order properties.

1.1.2 Order Properties of Real Numbers

In all relations below $x, y, z$ are arbitrary elements of $R$.

By "$R$ is an ordered field" we mean that the following axioms are satisfied:

2.1$^\circ$ $x \leq y$ and $y \leq z$ imply $x \leq z$;

2.2$^\circ$ $x \leq y$ and $y \leq x$ is equivalent to $x = y$;
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2.3° for any \( x \) and \( y \), either \( x \leq y \) or \( y \leq x \);

2.4° \( x \leq y \) implies \( x + z \leq y + z \);

2.5° \( 0 \leq x \) and \( 0 \leq y \) imply \( 0 \leq xy \).

The relation "\( x \leq y \) and \( x \neq y \)" is written \( x < y \), or \( y > x \). The relation \( x \leq y \) is equivalent to "\( x < y \) or \( x = y \)".

Let \( a < b \). The set \( \{ x \mid a < x < b \} \) is called the open interval with end-points \( a \) and \( b \), and written \( (a, b) \). The set \( \{ x \mid a \leq x \leq b \} \) is called the closed interval or the segment with end-points \( a \) and \( b \), and written \( [a, b] \). For \( a = b \) the notation \( [a, a] \) denotes the one-point set \( \{a\} \). By \( [a, b) \) and \( (a, b] \) we denote the sets \( \{ x \mid a \leq x < b \} \) and \( \{ x \mid a < x \leq b \} \) respectively, and these are called semi-open intervals.

Using the axioms \( 1°−4° \) in 1.1.1, and in particular, using the axioms given under \( 2.1°−2.5° \) we can prove the following important theorems.

**Theorem 1.** For any \( x, y \in R \) one and only one of the three relations \( x < y \), \( x = y \), \( x > y \) holds.

**Theorem 2.** If "\( x \leq y \) and \( y < z \)”, or "\( x < y \) and \( y \leq z \)”, then \( x < z \).

**Theorem 3.** Any finite subset \( A \) of \( R \) has the greatest element \( b \) and the smallest element \( a \), thus \( a \leq x \leq b \) for every \( x \in A \).

**Theorem 4.** If \( x = (x_1, \ldots, x_n) \) and \( y = (y_1, \ldots, y_n) \) are two finite sequences both of \( n \) real numbers, such that \( x_k \leq y_k \) for \( k = 1, \ldots, n \), then

\[
x_1 + \cdots + x_n \leq y_1 + \cdots + y_n.
\]

If, in addition, \( x_k < y_k \) for at least one index \( k \), then

\[
x_1 + \cdots + x_n < y_1 + \cdots + y_n.
\]

A real number \( x \) is called positive if \( x > 0 \); negative if \( x < 0 \). A real number \( x \) is called nonnegative if \( x \geq 0 \), and nonpositive if \( x \leq 0 \). If \( x > 0 \) and \( y > 0 \), or if \( x < 0 \) and \( y < 0 \), we say that \( x \) and \( y \) are of the same sign. If \( x > 0 \) and \( y < 0 \), or if \( x < 0 \) and \( y > 0 \), we say that \( x \) and \( y \) have opposite signs.

**Theorem 5.** If \( x_1, \ldots, x_n \) is a sequence of \( n \) real numbers and if \( y_1, \ldots, y_n \) is a sequence of \( n \) nonnegative real numbers such that \( y_k \leq x_k \) for \( k = 1, \ldots, n \), then

\[
y_1 \cdots y_n \leq x_1 \cdots x_n.
\]

**Theorem 6.** If \( x + z \leq y + z \) \( (x + z < y + z) \) for at least one \( z \in R \), then \( x \leq y \) \((x < y)\).
Theorem 7. The relations \( x \leq y, \ 0 \leq y - x, \ x - y \leq 0, \ -y \leq -x \) are equivalent. Same results hold if \( \leq \) is replaced by \(<\). 

For an interval \((a, b)\), with \(a < b\), the positive number \(b - a\) is called the length of the interval.

Theorem 8. Let \(J_1, \ldots, J_n\) be \(n\) disjoint intervals, and let \(I\) be an interval containing \(\bigcup_{k=1}^{n} J_k\). Then, if \(l_k\) is the length of \(J_k\), for \(k = 1, \ldots, n\), and if \(l\) is the length of \(I\),

\[
 l_1 + \ldots + l_n \leq l.
\]

For any real number \(x\), we define

\[
 |x| = x \text{ for } x \geq 0, \text{ and } |x| = -x \text{ for } x \leq 0.
\]

Hence \(|x| = \max(x, -x)\) and \(|-x| = |x|\).

\(|x|\) is called the absolute value of \(x\).

\(|x| = 0\) is equivalent to \(x = 0\).

For \(x \neq 0\) we write

\[
 x^+ = \frac{1}{2} (|x| + x) \quad \text{(positive part of } x),
\]

\[
 x^- = \frac{1}{2} (|x| - x) \quad \text{(negative part of } x).\]

We also write \(0^+ = 0^- = 0\).

Using the above notations we have

\[
x^+ = x \text{ if } x \geq 0, \ x^+ = 0 \text{ if } x \leq 0; \]

\[
x^- = 0 \text{ if } x \geq 0, \ x^- = -x \text{ if } x \leq 0; \]

\[
x = x^+ - x^-, \ |x| = x^+ + x^-.
\]

Theorem 9. If \(a > 0\), then \(|x| \leq a\) is equivalent to \(-a \leq x \leq a\), and \(|x| < a\) to \(-a < x < a\).

Theorem 10. For any pair \(x, y\) of real numbers,

\[
(1) \quad |x + y| \leq |x| + |y|,
\]

\[
(2) \quad |x| - |y| \leq |x + y|,
\]

and, by induction,

\[
(3) \quad |x_1 + \cdots + x_n| \leq |x_1| + \cdots + |x_n|.
\]

Equality in (1) holds if and only if \(x = 0\), or \(y = 0\), or if \(x\) and \(y\) have the same sign.

Equality in (2) holds if and only if \(x = 0\), or \(y = 0\), or if \(x\) and \(y\) have opposite signs.
Equality in (3) holds if and only if all the numbers \( x_1, \ldots, x_n \) not equal to zero have the same sign.

**Theorem 11.** For any real numbers \( x, y \)

\[
(|x| - |y|)^2 \leq |x^2 - y^2|,
\]

with equality if and only if \( x = 0 \), or \( y = 0 \), or if the absolute values of \( x \) and \( y \) are equal;

\[
|\sqrt{|x|} - \sqrt{|y|}| \leq \sqrt{|x - y|},
\]

with equality if and only if \( x = 0 \), or \( y = 0 \), or \( x = y \).

**Theorem 12.** If \( z \geq 0 \), then \( x \leq y \) implies \( xz \leq yz \).

**Theorem 13.** The relations \( x \leq 0 \) and \( y \geq 0 \) imply \( xy \leq 0 \). The relations \( x \leq 0 \) and \( y \leq 0 \) imply \( xy \geq 0 \). Same results hold with \( \leq \) replaced by \(<\). In particular, \( x^2 \geq 0 \) for any real number and \( x^2 > 0 \) unless \( x = 0 \).

**Theorem 14.** If \( x > 0 \), then \( 1/x > 0 \). If \( z > 0 \), then \( x \leq y \) is equivalent to \( xz \leq yz \). The relation \( 0 < x < y \) is equivalent to \( 0 < 1/y < 1/x \).

A real number \( b \) is said to be a majorant (resp. minorant) of a subset \( X \) of the set \( R \) if \( x \leq b \) (resp. \( b \leq x \)) for every \( x \in X \). A set \( X \subset R \) is said to be majorized, or bounded from above (resp. minorized, or bounded from below) if the set of majorants (resp. minorants) of \( X \) is not empty. If \( X \) is majorized, then \( -X = \{ -x \mid x \in X \} \) is minorized, and for every majorant \( b \) of \( X \), \( -b \) is a minorant of \( -X \), and vice versa. A set which is both majorized and minorized is said to be bounded.

**Theorem 15.** For any real number \( a > 0 \) and \( a \neq 1 \), there exists the function \( x \mapsto a^x \) from \( R \) onto the set of all positive numbers such that:

1° \( a^{x+y} = a^x \cdot a^y \) for any \( x, y \in R \),

2° \( a^0 = 1 \),

3° \( x < y \Leftrightarrow a^x < a^y \) if \( a > 1 \), and \( x < y \Leftrightarrow a^x > a^y \) if \( 0 < a < 1 \).

The inverse of the function \( x \mapsto a^x \) is denoted by \( x \mapsto \log_a x \) and called the logarithmic function.

**Remark.** There is the unique number \( e > 1 \) such that \( (e^x)' = e^x \) for any \( x \in R \). This number \( e \) is transcendental; \( e = 2.7182818284 \ldots \). The function \( x \mapsto e^x \) is called the exponential function and sometimes denoted by \( \exp x \). In fact \( e = \lim_{x \to 0} (1 + x)^{1/x} \).

**Theorem 16.** If \( a \geq b \geq 0 \) and \( x \geq 0 \), then

\[
a^x \geq b^x.
\]

Equality holds if and only if \( a = b \) or \( x = 0 \).
Theorem 17. Let $a < b$ and let $f$ and $g$ be two real and piecewise continuous functions on $[a, b]$ such that $f(x) \leq g(x)$ for all the points of continuity of $f$ and $g$ (except, perhaps, in a finite number of points). Then

$$\int_a^b f(t) \, dt \leq \int_a^b g(t) \, dt.$$

Equality holds if and only if $f(x) = g(x)$ in all the points of continuity of $f$ and $g$.

In particular, if $f$ is a piecewise continuous function on $[a, b]$, $f(x) \geq 0$, except at the points of discontinuity of $f$ and $\int_a^b f(t) \, dt = 0$, then $f(x) = 0$ on $[a, b]$ except at the points of discontinuity.

Concerning Theorem 17, see, for example, the book [4] of J. DIEUDONNÉ.

References

1.2 Complex Number System

The field of complex numbers is defined as the set $\mathbb{R} \times \mathbb{R}$ of all ordered pairs $(x, y)$ of real numbers with

$$(x_1, y_1) + (x_2, y_2) = (x_1 + x_2, y_1 + y_2)$$

as addition, and

$$(x_1, y_1) \cdot (x_2, y_2) = (x_1x_2 - y_1y_2, x_1y_2 + x_2y_1)$$

as multiplication.

Any complex number $z = (x, y)$ is written in the form $z = x + iy$, where $i = (0, 1)$, and any real number $x$ is identified with the complex number $(x, 0)$.

For $z = x + iy$, the complex conjugate of $z$ is defined by $\bar{z} = x - iy$. We have $z\bar{z} = x^2 + y^2$, and the nonnegative number $|z| = \sqrt{x^2 + y^2}$ is called the modulus of $z$.

Using the notations

$$\text{Re } z = \frac{1}{2} (z + \bar{z}), \quad \text{Im } z = \frac{1}{2i} (z - \bar{z}),$$

we get

$$|z_1 + z_2|^2 = (z_1 + z_2)(\bar{z}_1 + \bar{z}_2) = z_1\bar{z}_1 + z_1\bar{z}_2 + z_2\bar{z}_1 + z_2\bar{z}_2 = |z_1|^2 + |z_2|^2 + 2 \text{ Re } (z_1\bar{z}_2),$$

(1)

where $z_1$ and $z_2$ are arbitrary complex numbers.
Since

\[ \text{Re } z \leq |z| = [(\text{Re } z)^2 + (\text{Im } z)^2]^{1/2}, \]

we have

\[ \text{Re}(z_1 \overline{z}_2) \leq |z_1| |\overline{z}_2| = |z_1||z_2|. \]  

From (1) and (3) follows

\[ |z_1 + z_2|^2 \leq |z_1|^2 + |z_2|^2 + 2|z_1||z_2| = (|z_1| + |z_2|)^2 \]

i.e.,

\[ |z_1 + z_2| \leq |z_1| + |z_2|. \]

Equality holds in (4) if and only if there is an equality in (3). Since in (2) there is equality if and only if \( z \) is real and nonnegative, we infer that \( z_1 \overline{z}_2 \geq 0 \) is necessary and sufficient for equality to hold in (3), and also in (4).

If \( z_1 \) and \( z_2 \) are nonzero, the condition \( z_1 \overline{z}_2 > 0 \) is equivalent to \( |z_2|^2 \frac{z_1}{z_2} > 0 \), i.e., \( \frac{z_1}{z_2} > 0 \). This has the following geometric interpretation in the complex plane: the points \( z_1 \) and \( z_2 \) lie on the same ray issuing from the origin.

Inequality (4) is usually called the triangle inequality. The following proposition which gives the conditions of equality in the triangle inequality is also important:

In the case \( z_1 \neq 0 \) and \( z_2 \neq 0 \) equality holds in (4) if and only if \( z_2 = tz_1 \) with \( t > 0 \).

Let us prove that

\[ |z_1 - z_2| \geq |z_1| - |z_2|. \]

From \( z_1 = (z_1 - z_2) + z_2 \), using the triangle inequality (4), we find

\[ |z_1| - |z_2| \leq |z_1 - z_2|. \]

Similarly, we obtain

\[ |z_2| - |z_1| \leq |z_1 - z_2|. \]

Inequality (5) follows from (6) and (7).

Replacing \( z_2 \) with \(-z_2\) in (5), we have

\[ |z_1 + z_2| \geq |z_1| - |z_2|. \]

Combining this and the triangle inequality, we find

\[ |z_1| - |z_2| \leq |z_1 + z_2| \leq |z_1| + |z_2|. \]

We shall now examine the conditions of equality in (5), i.e., when

\[ |z_1| - |z_2| = |z_1 + z_2| \]

holds.
If (8) is valid, then
\[(|z_1| - |z_2|)^2 = |z_1 + z_2|^2 = |z_1|^2 + |z_2|^2 + 2 \text{Re}(z_1 \overline{z_2}),\]
and so
\[\text{Re}(z_1 \overline{z_2}) = -|z_1||z_2| = -|z_1 \overline{z_2}|.\]

Hence it follows that \(\text{Re}(z_1 \overline{z_2}) \leq 0\), and that
\[(\text{Re}(z_1 \overline{z_2})^2 = (\text{Re}(z_1 \overline{z_2})^2 + (\text{Im}(z_1 \overline{z_2})^2),\]
i.e., \(\text{Im}(z_1 \overline{z_2}) = 0\). Thus \(z_1 \overline{z_2}\) is a real nonpositive number, i.e., \(z_1 \overline{z_2} \leq 0\). Conversely, if \(z_1 \overline{z_2} \leq 0\) we have
\[
|z_1 + z_2|^2 = |z_1|^2 + |z_2|^2 + 2 \text{Re}(z_1 \overline{z_2}) \\
= |z_1|^2 + |z_2|^2 + 2 z_1 \overline{z_2} \\
= |z_1|^2 + |z_2|^2 - 2 |z_1| |z_2| \\
= (|z_1| - |z_2|)^2
\]
and hence we get (8). Consequently, (8) is equivalent to \(z_1 \overline{z_2} \leq 0\).

If \(z_1\) and \(z_2\) are nonzero, the condition \(z_1 \overline{z_2} < 0\) is equivalent to
\[|z_2|^2 \frac{z_1}{z_2} < 0,\]i.e., \(\frac{z_1}{z_2} < 0\). This has the following geometric interpretation in the complex plane: the points \(z_1\) and \(z_2\) lie on the same straight line through the origin and are on opposite sides of the origin.

It is easy to prove by induction the more general inequality
\[
|z_1 + \cdots + z_n| \leq |z_1| + \cdots + |z_n|.
\]

We shall only examine under which conditions equality holds in (9). Assume that \(z_k \neq 0\) for \(k = 1, \ldots, n\). If
\[
|z_1| + \cdots + |z_n| = |z_1 + \cdots + z_n| = |(z_1 + z_2) + z_3 + \cdots + z_n|,
\]
then
\[
|z_1| + \cdots + |z_n| \leq |z_1 + z_2| + |z_3| + \cdots + |z_n| \\
\leq |z_1| + |z_2| + |z_3| + \cdots + |z_n|.
\]

This is equivalent to
\[
|z_1| + |z_2| \leq |z_1 + z_2| \leq |z_1| + |z_2|,
\]
and hence
\[|z_1 + z_2| = |z_1| + |z_2|.
\]

Thus \(z_2 \overline{z_1} \geq 0\) and, since \(z_1 \overline{z_2} \neq 0\), we have \(z_2 / z_1 > 0\). Similarly, we conclude that
\[
\frac{z_k}{z_j} > 0 \quad \text{for} \quad k, j = 1, \ldots, n.
\]
Conversely, if inequalities (11) are valid, we have

\[
|z_1 + \cdots + z_n| = |z_1| \left| 1 + \frac{z_2}{z_1} + \cdots + \frac{z_n}{z_1} \right|
\]

\[
= |z_1| \left( 1 + \frac{|z_2|}{|z_1|} + \cdots + \frac{|z_n|}{|z_1|} \right)
\]

\[
= |z_1| + \cdots + |z_n|.
\]

Accordingly, by the assumption that \( z_k \neq 0 \) (\( k = 1, \ldots, n \)), equality (10) is true if and only if inequalities (11) are satisfied, i.e., if and only if the points \( z_k \neq 0 \) (\( k = 1, \ldots, n \)) lie on the same ray issuing from the origin.

1.3 Monotone Functions

In what follows let \( f \) be a real-valued function defined on an interval \( I \subset \mathbb{R} \).

**Definition 1.** A function \( f \) is called nondecreasing on \( I \) if for each pair of different points \( x_1, x_2 \in I \), the condition

\[
(x_1 - x_2) (f(x_1) - f(x_2)) \geq 0
\]

is valid, and increasing if the following strict inequality

\[
(x_1 - x_2) (f(x_1) - f(x_2)) > 0
\]

holds.

**Definition 2.** A function \( f \) is called nonincreasing on \( I \) if, for each pair of different points \( x_1, x_2 \in I \),

\[
(x_1 - x_2) (f(x_1) - f(x_2)) \leq 0,
\]

and decreasing if

\[
(x_1 - x_2) (f(x_1) - f(x_2)) < 0.
\]

**Definition 3.** If for a function \( f \) either Definition 1 or Definition 2 is valid, then \( f \) is called a monotone function.

Clearly, if \( f \) is nondecreasing, or increasing, then \(-f\) is nonincreasing, or decreasing respectively. We shall, therefore, give only the properties of nondecreasing functions, since they can be carried over to other monotone functions:

1° Let \( f \) and \( g \) be nondecreasing functions on \( I \). Then \( f + g \) have the same property.

2° If \( f \) is a nondecreasing function and if \( \lambda \) is a nonnegative real number, then \( \lambda f \) is nondecreasing.
3° If \( f \) and \( g \) are nonnegative and nondecreasing functions, then \( fg \) is also a nondecreasing function.

4° If \( f \) and \( g \) are monotone functions (without further specification), it cannot be concluded that \( f + g \) is monotone.

5° If \( f \) is a positive and a nondecreasing function, then \( 1/f \) is non-increasing.

In practice we often use the following criterion for monotony:

**Theorem 1.** If \( f \) is a differentiable function on \( I \), it is monotone on \( I \) if and only if the sign of \( f' \) remains the same throughout \( I \). In particular, if \( f'(x) > 0 \), except maybe on a set of points of \( I \) which does not contain any interval of \( I \), then and only then \( f \) is an increasing function; if \( f'(x) \geq 0 \), then \( f \) is nondecreasing; if \( f'(x) < 0 \) on \( I \), then \( f \) is a decreasing function and for \( f'(x) \leq 0 \), \( f \) is nonincreasing.

The above statements immediately follow from the definitions of monotone functions.

The following result is of some use in Analysis:

**Theorem 2.** If \( f \) is a nonnegative, nondecreasing and integrable function on \([0, a] \), then \( x \mapsto \frac{1}{x} \int_0^x f(u) \, du \) is a nondecreasing function on \([0, a] \).

A generalization of Theorem 2 is

**Theorem 3.** Let \( f \) and \( g \) be respectively nonnegative nondecreasing, and nonnegative nonincreasing integrable functions on \([a, b] \). If we put \( F(x) = \int_a^x f(u) \, du \), \( G(x) = \int_a^x g(u) \, du \), \( h(x) = F(x)/G(x) \), and \( S = \{x \mid x \in [a, b], G(x) \neq 0\} \), then \( h \) is defined and nondecreasing on \( S \).

The above theorem, as well as the following result, is demonstrated in [1] by T. E. Mott.

**Theorem 4.** If \( f \) is a nondecreasing nonnegative integrable function on \([a, b] \), then

\[
\frac{1}{x-a} \int_a^x f(u) \, du \leq \frac{1}{b-x} \int_a^b f(u) \, du \leq \frac{1}{b-a} \int_a^b f(u) \, du
\]

for every \( x \in (a, b) \).

There exist many concepts of monotony from which we mention in particular cyclic monotony defined and explored by S. N. Bernstein in a multitude of papers.

**Definition 4.** If two functions \( f \) and \( g \) are either both nondecreasing, increasing, nonincreasing or decreasing, we say that they are monotone in the same sense.

By analogy with the definition of monotone functions, we define monotone sequences:

**Definition 5.** For a sequence of real numbers \( a = (a_1, \ldots, a_n) \) we say that it is nondecreasing if for all \( k = 1, \ldots, n - 1 \) we have \( a_k \leq a_{k+1} \) and that it is increasing if \( a_k < a_{k+1} \) for \( k = 1, \ldots, n - 1 \).

**Definition 6.** For a sequence of real numbers \( a = (a_1, \ldots, a_n) \) we say that it is nonincreasing if for all \( k = 1, \ldots, n - 1 \) we have \( a_k \geq a_{k+1} \) and that it is decreasing if \( a_k > a_{k+1} \) for \( k = 1, \ldots, n - 1 \).

**Definition 7.** If for a sequence of real numbers either Definition 5 or Definition 6 is valid, we say that the sequence in question is monotone.

In Definitions 5, 6, 7 we supposed that the sequences were finite. Similar definitions are used for infinite sequences.

Finally, we give the definition of similarly ordered sequences.

**Definition 8.** Two sequences of real numbers \( a = (a_1, \ldots, a_n) \) and \( b = (b_1, \ldots, b_n) \) are similarly ordered if and only if for each pair \( (i, j) \), where \( i, j = 1, \ldots, n \), we have
\[
(a_i - a_j)(b_i - b_j) \geq 0,
\]
and oppositely ordered if and only if this inequality is reversed.

**References**


1.4 Convex Functions

1.4.1 Definitions of Jensen Convex Functions

In this section \( I \) denotes an interval \((a, b)\), \( I \) a segment \([a, b]\), and \( f \) denotes a real function defined on \( I \) or \( I \).
Definition 1. A function $f$ is called convex in the Jensen sense, or $J$-convex, on $\overline{I}$ if for every two points $x, y \in \overline{I}$ the following inequality

$$f\left(\frac{x + y}{2}\right) \leq \frac{f(x) + f(y)}{2}$$

is valid.

Definition 2. A $J$-convex function $f$ is said to be strictly $J$-convex on $\overline{I}$ if for every pair of points $x, y \in \overline{I}$, $x \neq y$, strict inequality holds in (1).

Definition 3. A function $f$ is called $J$-concave (strictly $J$-concave) on $\overline{I}$ if the function $x \mapsto -f(x)$ is $J$-convex (strictly $J$-convex) on $\overline{I}$.

Remark 1. Sometimes, in the literature, functions satisfying the conditions of Definition 1 are called $J$-nonconcave and those which are defined as $J$-concave are called $J$-nonconvex, whereas strictly $J$-convex and strictly $J$-concave functions are called $J$-convex and $J$-concave, respectively.

By analogy with $J$-convex functions we define convex sequences, as follows:

Definition 4. The real sequence $a = (a_1, \ldots, a_n)$ is convex if for all $k = 2, \ldots, n - 1$

$$2a_k \leq a_{k-1} + a_{k+1}.$$

A similar definition can also be applied if the sequence is infinite.

Theorem 1. Let $f$ be $J$-convex on $\overline{I}$ and $g$ $J$-convex on $\overline{I''}$, and let $\overline{I} = \overline{I'} \cap \overline{I''}$ under the condition that $I$ has at least two points. Then:

1° $x \mapsto \max(f(x), g(x))$ is $J$-convex on $\overline{I}$;

2° $x \mapsto h(x) = f(x) + g(x)$ is $J$-convex on $\overline{I}$;

3° $x \mapsto f(x) g(x)$ is $J$-convex on $\overline{I}$ provided that both $f$ and $g$ are positive and nondecreasing functions on $\overline{I}$;

4° $x \mapsto h(x) = g(f(x))$ is $J$-convex on $\overline{I'}$ provided that $g$ is a nondecreasing function on $\overline{I''}$ and $[f(a), f(b)] \subseteq \overline{I''}$.

Proof. The assertion 1° follows from

$$\max(x + y, u + v) \leq \max(x, u) + \max(y, v),$$

which holds for all real numbers $x, y, u, v$.

For $x, y \in \overline{I}$ we have

$$h\left(\frac{x + y}{2}\right) = f\left(\frac{x + y}{2}\right) + g\left(\frac{x + y}{2}\right) \leq \frac{f(x) + f(y)}{2} + \frac{g(x) + g(y)}{2} = \frac{h(x) + h(y)}{2},$$

which proves 2°.
The assumption that \( f \) and \( g \) are nondecreasing on \( \bar{I} \) implies
\[
(f(x) - f(y)) (g(y) - g(x)) \leq 0 \quad (x, y \in \bar{I}),
\]
i.e.,
\[
(2) \quad f(x) g(y) + f(y) g(x) \leq f(x) g(x) + f(y) g(y).
\]

If we multiply the following inequalities:
\[
f\left(\frac{x + y}{2}\right) \leq \frac{f(x) + f(y)}{2}, \quad g\left(\frac{x + y}{2}\right) \leq \frac{g(x) + g(y)}{2},
\]
where \( f \) and \( g \) are, by assumption, positive, then applying (2), we find the desired result 3°.

Since \( g \) is nondecreasing on \( \bar{I}'' \), from
\[
f\left(\frac{x + y}{2}\right) \leq \frac{f(x) + f(y)}{2} \quad (x, y \in \bar{I})
\]
we get
\[
h\left(\frac{x + y}{2}\right) = g\left(f\left(\frac{x + y}{2}\right)\right) \leq g\left(\frac{f(x) + f(y)}{2}\right) \leq \frac{g(f(x)) + g(f(y))}{2} = \frac{h(x) + h(y)}{2},
\]
which proves 4°.

Next, we prove an interesting inequality for \( J \)-convex functions which is, in some sense, the best of its kind.

**Theorem 2.** Suppose that \( f \) is \( J \)-convex on \( \bar{I} \). For any points \( x_1, \ldots, x_n \in \bar{I} \) and any rational nonnegative numbers \( r_1, \ldots, r_n \) such that \( r_1 + \cdots + r_n = 1 \), we have
\[
(3) \quad f\left(\sum_{i=1}^{n} r_i x_i\right) \leq \sum_{i=1}^{n} r_i f(x_i).
\]

**Proof.** Case 1: \( r_i = \frac{1}{n} \) \((i = 1, \ldots, n)\). In that case (3) becomes
\[
(4) \quad f\left(\frac{1}{n} \sum_{i=1}^{n} x_i\right) \leq \frac{1}{n} \sum_{i=1}^{n} f(x_i).
\]

The proof of (4) is by induction on \( n \). For \( n = 2 \), (4) holds because it agrees with Definition 1. Suppose that Theorem 2 holds for \( n = 2^k \), where \( k \) is a natural number. For \( x_1, \ldots, x_m \in \bar{I} \) and for \( m = 2^{k+1} = 2 \cdot 2^k = 2n \) we have
\[
f\left(\frac{x_1 + \cdots + x_m}{m}\right) = f\left(\frac{\frac{1}{n} \sum_{m=1}^{n} x_m + \frac{1}{n} \sum_{m=1}^{n} x_{m+n}}{2}\right)
\]
\[
\leq \frac{1}{2n} \sum_{m=1}^{n} f(x_m) + \frac{1}{2n} \sum_{m=1}^{n} f(x_{m+n}) \leq \frac{\sum_{m=1}^{2n} f(x_m)}{2n} = \frac{2n}{2n}.
\]
Thus (4) holds for every natural number \( n \in \{2, 2^2, 2^3, \ldots\} \).

Let us prove that if (4) holds for \( n > 2 \), then it also holds for \( n - 1 \).

Let \( x_1, \ldots, x_{n-1} \in \overline{I} \). For numbers \( x_1, \ldots, x_{n-1} \) and \( x_n = \frac{1}{n-1} (x_1 + \cdots + x_{n-1}) \) (4) holds, i.e.,

\[
f \left( \frac{x_1 + \cdots + x_{n-1} + \frac{x_1 + \cdots + x_{n-1}}{n-1}}{n} \right) \leq \frac{f(x_1) + \cdots + f(x_{n-1}) + f \left( \frac{x_1 + \cdots + x_{n-1}}{n-1} \right)}{n}.
\]

The left-hand side of this inequality, after rearranging, becomes

\[
f \left( \frac{x_1 + \cdots + x_{n-1}}{n-1} \right),
\]

so that (5) reads

\[
f \left( \frac{x_1 + \cdots + x_{n-1}}{n-1} \right) \leq \frac{1}{n} (f(x_1) + \cdots + f(x_{n-1})) + \frac{1}{n} f \left( \frac{x_1 + \cdots + x_{n-1}}{n-1} \right),
\]

which yields

\[
f \left( \frac{x_1 + \cdots + x_{n-1}}{n-1} \right) \leq \frac{f(x_1) + \cdots + f(x_{n-1})}{n-1}.
\]

Therefore, if (4) is true for \( n > 2 \), it is also true for \( n - 1 \).

This completes the proof of Theorem 2 for the above case.

**Case 2:** Since \( r_1, \ldots, r_n \) are nonnegative rational numbers there is a natural number \( m \) and nonnegative integers \( p_1, \ldots, p_n \) such that \( m = p_1 + \cdots + p_n \) and \( r_i = \frac{p_i}{m} \) \( (i = 1, \ldots, n) \). Now, by Case 1, we have

\[
f \left( \frac{x_1 + \cdots + x_1 + \cdots + (x_n + \cdots + x_n)}{m} \right) \leq \frac{(f(x_1) + \cdots + f(x_1)) + \cdots + (f(x_n) + \cdots + f(x_n))}{m},
\]

where in the first bracket there are \( p_1 \) terms, \( \ldots \), in the \( n \)-th bracket \( p_n \) terms. Thus (6) reads

\[
f \left( \frac{1}{m} \sum_{i=1}^{n} p_i x_i \right) \leq \sum_{i=1}^{n} \frac{p_i}{m} f(x_i).
\]

**Remark 2.** The definition of a \( J \)-convex function and Theorems 1 and 2 apply for any real valued function \( f \) defined on a subset \( \overline{I} \) of an \( n \)-dimensional Euclidean space, provided that \( \overline{I} \) has the mid-point property, i.e., \( x, y \in \overline{I} \) implies \( \frac{x + y}{2} \in \overline{I} \).

J. L. W. V. Jensen (see [1] and [2]) was the first to define convex functions using inequality (1) and to draw attention to their impor-
tance. He also proved Theorem 2. His impression, which we quote here, was completely justified: "Il me semble que la notion de fonction convexe est à peu près aussi fondamentale que celles-ci: fonction positive, fonction croissante. Si je ne me trompe pas en ceci, la notion devra trouver sa place dans les expositions élémentaires de la théorie des fonctions réelles" (see [2], p. 191).

However, even before JENSEN, there were results which refer to convex functions. So, for example, in 1889 O. HÖLDER [3] proved inequality (3) under the condition that \( f \) is twice differentiable on \( I \) and that \( f''(x) \geq 0 \) (i.e. \( f \) is convex, though this was not explicitly specified in the article). Let us also mention a result from 1893 due to O. STOLZ [4] on the existence of left and right derivatives of a continuous function which satisfies (1). This result is formulated in Theorem 1 in 1.4.4. We agree with T. POPOVICIU (see [5], p. 48) that it seems that STOLZ first introduced convex functions by proving the result just referred to. A result of J. HADAMARD [6] from 1893 also belongs to the period which precedes the publication of JENSEN's articles: If a function \( f \) is differentiable, and if its derivative is an increasing function on \( I \), then for all \( x_1, x_2 \in I \) \((x_1 \neq x_2)\),

\[
f\left(\frac{x_1 + x_2}{2}\right) < \frac{1}{x_2 - x_1} \int_{x_1}^{x_2} f(x) \, dx
\]
(see also p. 441 of [7]).

1.4.2 Continuity of Jensen Convex Functions

If \( f \) is a \( J \)-convex function on \( I \), then, by Theorem 2 in 1.4.1,

\[
f(\lambda x + (1 - \lambda) y) \leq \lambda f(x) + (1 - \lambda) f(y)
\]
holds for all \( x, y \in I \) and for all rational numbers \( \lambda \in [0, 1] \). Hence if \( f \) is continuous, then (1) holds for all real numbers \( \lambda \in [0, 1] \).

However, a \( J \)-convex function \( f \) on \( I \) is not necessarily continuous on \( I \). We give an example of such a function (see [7]). Let \( f \) be any discontinuous solution of CAUCHY's functional equation

\[
f(x + y) = f(x) + f(y)
\]
(the existence of such solutions was proved by G. HAMEL [8]; for the general solution of this functional equation see J. ACZÉL [9]). The function \( g \) defined by \( g(x) = \max (x^2, f(x) + x^2) \) is \( J \)-convex and discontinuous.

Furthermore, the function \( f \) defined by

\[
f(x) = x \quad (-1 < x < 1), \quad f(-1) = f(1) = 2
\]
is \( J \)-convex on \([-1, +1]\), continuous on \((-1, 1)\) but it is not continuous at the end points of the interval.
There are many results which under various conditions on a $J$-convex function guarantee its continuity. We mention only some of them. One of the most important results is obtained by use of (1) and it is (see JENSEN [1], and F. BERNSTEIN and G. DOETSCH [10]):

**Theorem 1.** If a $J$-convex function is defined and bounded from above on $I$, then it is continuous on $I$.

This result was generalized by W. SIERPIŃSKI [11] who proved that a $J$-convex function $f$ which is bounded from above by a measurable function (in the Lebesgue sense) is continuous. A. OSTROWSKI [12] extended that result by proving that a $J$-convex function which is bounded on a set of positive measure is also continuous. S. KUREPA [13] observed that a $J$-convex function $f$ is bounded on a mid-point set $\left\{ \frac{t + s}{2} \mid t, s \in T \right\}$ if it is bounded on $T$. Hence if a set $T$ is such that the interior measure of $\frac{1}{2} (T + T)$ is strictly positive then boundedness of $f$ on $T$ implies its continuity; if $T$ is of positive measure so is $\frac{1}{2} (T + T)$. An interesting fact in that connection is that there are sets of measure zero for which $T + T$ is an interval. For some further results in this direction see R. GER and M. KUCZMA [14].

### 1.4.3 Convex Functions

**Definition 1.** A function $f$ is called convex on a segment $\overline{I}$ if and only if

$$(1) \quad f(\lambda x + (1 - \lambda) y) \leq \lambda f(x) + (1 - \lambda) f(y)$$

holds for all $x, y \in \overline{I}$ and all real numbers $\lambda \in [0, 1]$.

A convex function $f$ on $\overline{I}$ is said to be strictly convex if strict inequality holds in (1) for $x \neq y$.

Obviously a convex function is $J$-convex and every continuous $J$-convex function is convex.

**Remark 1.** A function $f$ is convex on $\overline{I}$ if and only if

$$(2) \quad f\left(\frac{px + qy}{p + q}\right) \leq \frac{pf(x) + qf(y)}{p + q}$$

holds for all $x, y \in \overline{I}$ and all real numbers $p, q > 0$.

The geometric meaning of strict convexity of a function $f$ on $\overline{I}$ is that the line segment on $I$ joining $(a, f(a))$ and $(b, f(b))$ lies above the graph of $f$.

Since this geometric interpretation replaces the analytic condition of convexity it is often taken as a definition of a convex function (see N. BOURBAKI [15]).
Theorem 1. A function \( f: \overline{I} \to \mathbb{R} \) is convex on \( \overline{I} \) if and only if for any three points \( x_1, x_2, x_3 \) \( (x_1 < x_2 < x_3) \) from \( \overline{I} \) the following inequality holds:

\[
\begin{vmatrix}
  x_1 & f(x_1) & 1 \\
  x_2 & f(x_2) & 1 \\
  x_3 & f(x_3) & 1 \\
\end{vmatrix} = (x_3 - x_2) f(x_1) + (x_1 - x_3) f(x_2) + (x_2 - x_1) f(x_3) \geq 0.
\]

Proof. Putting in (1) \( x = x_1, y = x_3, \lambda x + (1 - \lambda) y = x_2 \), after rearranging, we get (3). Conversely, putting in (3) \( x_1 = x, x_2 = \lambda x + (1 - \lambda) y, x_3 = y \), we get (1) with the condition \( x < y \). If \( x > y \), then putting \( x_1 = y, x_2 = \lambda x + (1 - \lambda) y, x_3 = x \), (1) is obtained again.

Consider \( x_1, x_2, x_3 \in \overline{I} \), where \( x_1 < x_2 < x_3 \), and the values \( f(x_1), f(x_2), f(x_3) \). The area \( P \) of the triangle whose vertices are \( (x_1, f(x_1)), (x_2, f(x_2)), (x_3, f(x_3)) \) is given by

\[
P = \frac{1}{2} \begin{vmatrix}
  x_1 & f(x_1) & 1 \\
  x_2 & f(x_2) & 1 \\
  x_3 & f(x_3) & 1 \\
\end{vmatrix}.
\]

The function whose graph is represented in Fig. 1 is convex: in that case \( P > 0 \). In Fig. 2 we have \( P < 0 \) for the case of a concave function.

Remark 2. By rewriting (3), we find that \( f \) is convex if and only if

\[
\frac{f(x_1)}{(x_1 - x_2)(x_1 - x_3)} + \frac{f(x_2)}{(x_2 - x_1)(x_2 - x_3)} + \frac{f(x_3)}{(x_3 - x_1)(x_3 - x_2)} \geq 0.
\]

Inequality (4) is often written in the form

\[
[x_1, x_2, x_3; f] \geq 0,
\]

where in general \([x_1, x_2, ..., x_n; f]\) is defined by the recursive relation

\[
[x_1, ..., x_n; f] = \frac{[x_2, ..., x_n; f] - [x_1, ..., x_{n-1}; f]}{x_n - x_1};
\]

\([x; f] = f(x)\).

L. GALVANI [16] was the first to define convex functions by inequality (5).
Definition 2. A function \( f : \overline{I} \to R \) is called convex on \( \overline{I} \) of order \( n \geq 2 \) if and only if, for all \( x_1, \ldots, x_{n+2} \in \overline{I} \),

\[
[x_1, \ldots, x_{n+2} ; f] \geq 0.
\]

For convex function of order \( n \) results similar to those listed about the continuity of convex functions have also been obtained (see [5], [17] and [59]).

1.4.4 Continuity and Differentiability of Convex Functions

O. Stolz [4] has proved the following result: If \( f \) is a continuous function on \( \overline{I} \) and if \( f \) satisfies

\[
f \left( \frac{x + y}{2} \right) \leq \frac{f(x) + f(y)}{2},
\]

then \( f \) has left and right derivatives at each point of \( I \).

Theorem 1. Suppose that \( f \) is a convex function on \( \overline{I} \). Then: \( 1^\circ \) \( f \) is continuous on \( I \); \( 2^\circ \) \( f \) has left and right derivatives on \( I \) and \( 3^\circ \) \( f^- (x) \leq f^+ (x) \) for each \( x \in I \).

Proof. We shall give a geometric proof of the first part of this theorem (following W. Rudin: Real and complex analysis. New York 1966, pp. 60—61). Suppose that \( a < x_1 < x_2 < x_3 < x_4 < b \) and denote the point \( (x_i, f(x_i)) \) by \( X_i (i = 1, 2, 3, 4) \). Then \( X_2 \) is either on or below the line which connects \( X_1 \) and \( X_3 \), while \( X_3 \) is either on or above the line which joins \( X_1 \) and \( X_4 \). Furthermore, \( X_3 \) is either on or below the line which joins \( X_2 \) and \( X_4 \). When \( x_3 \to x_2 \), we have \( X_3 \to X_2 \), i.e. \( f(x_3) \to f(x_2) \). Applying the same procedure to the left-hand limit, the continuity of \( f \) follows.

Notice that this theorem states the fact that a function convex on \( \overline{I} \) is continuous only on \( I \) and need not be continuous on \( \overline{I} \). Indeed, the function \( f(x) = 0 \) \( (0 \leq x < 1) \) and \( f(1) = 1 \) is convex on \([0, 1]\) but it is not continuous on that segment.

The following theorem provides a criterion for convexity:

Theorem 2. If the function \( f \) has a second derivative in the interval \( I \), then

\[
f''(x) \geq 0 \text{ for } x \in I
\]
is a necessary and sufficient condition for the function \( f \) to be convex on that interval.

Proof. The condition is necessary. Indeed if the function \( f \) is convex, then for any three distinct points \( x_1, x_2, x_3 \in I \) inequality (3) in 1.4.3 holds. This
inequality can be written in the form
\[
\frac{f(x_2) - f(x_3) - f(x_3) - f(x_1)}{x_2 - x_3} \geq 0,
\]
which implies \( f''(x_3) \geq 0 \) for all \( x_3 \in I \).

The condition is sufficient. Let \( x_1 \) and \( x_2 \) \((x_1 < x_2)\) be two arbitrary points of the interval \((a, b)\). Applying Taylor's formula in a neighbourhood of the point \( \frac{1}{2} (x_1 + x_2) \), we get
\[
f(x_1) = f\left(\frac{x_1 + x_2}{2}\right) + \left(x_1 - \frac{x_1 + x_2}{2}\right) f'\left(\frac{x_1 + x_2}{2}\right) + \frac{1}{2} \left(x_1 - \frac{x_1 + x_2}{2}\right)^2 f''(\xi_1),
\]
\[
f(x_2) = f\left(\frac{x_1 + x_2}{2}\right) + \left(x_2 - \frac{x_1 + x_2}{2}\right) f'\left(\frac{x_1 + x_2}{2}\right) + \frac{1}{2} \left(x_2 - \frac{x_1 + x_2}{2}\right)^2 f''(\xi_2),
\]
where \( \xi_1 \in (x_1, \frac{x_1 + x_2}{2}) \) and \( \xi_2 \in (\frac{x_1 + x_2}{2}, x_2) \).

From there we get
\[
\frac{f(x_1) + f(x_2)}{2} = f\left(\frac{x_1 + x_2}{2}\right) + \frac{1}{16} (x_2 - x_1)^2 \left[f''(\xi_1) + f''(\xi_2)\right].
\]

Since \( f''(\xi_1) \geq 0 \) and \( f''(\xi_2) \geq 0 \), from (1) we get
\[
\frac{f(x_1) + f(x_2)}{2} \geq f\left(\frac{x_1 + x_2}{2}\right) \quad (x_1, x_2 \in I)
\]
which means that the function \( f \) is J-convex. Since the second derivative exists, \( f \) is continuous on \( I \), and therefore, J-convexity implies convexity as defined by Definition 1 of 1.4.3.

This completes the proof.

Similarly it can be shown: If \( f''(x) \leq 0 \) on \( I \), the function \( f \) is concave on \( I \).

The following, more general, theorem also holds:

**Theorem 3.** 1° A function \( f \) is convex on \( \overline{I} \) if and only if for every point \( x_0 \in \overline{I} \) the function \( x \mapsto \frac{f(x) - f(x_0)}{x - x_0} \) is nondecreasing on \( \overline{I} \).

2° A differentiable function \( f \) is convex if and only if \( f' \) is a nondecreasing function on \( \overline{I} \).

3° A twice differentiable function \( f \) is convex on \( \overline{I} \) if and only if \( f''(x) \geq 0 \) for all \( x \in I \).

### 1.4.5 Logarithmically Convex Functions

**Definition 1.** A function \( f \) is logarithmically convex on \( \overline{I} \), if the function \( f \) is positive and the function \( x \mapsto \log f(x) \) is convex on \( \overline{I} \).
Theorem 1. If \( f_1 \) and \( f_2 \) are logarithmically convex functions on \( \Gamma \), then the functions \( x \mapsto f_1(x) + f_2(x) \) and \( x \mapsto f_1(x) f_2(x) \) are also logarithmically convex on \( \Gamma \).

P. Montel [18] has proved the following theorem:

Theorem 2. A positive function \( f \) is logarithmically convex if and only if \( x \mapsto e^{ax} f(x) \) is a convex function for all real values of \( a \).

For a development of the results of P. Montel see particularly the papers [19] and [20] of G. Valiron.

Theorem 3 (Three lines theorem). Let \( f \) be a complex-valued and an analytic function of a complex variable \( z = x + iy \). Suppose that \( f \) is defined and bounded in the strip \( a \leq x \leq b \), \( -\infty < y < +\infty \). Let \( M : [a, b] \to \mathbb{R} \) be defined by

\[
M(x) = \sup_{-\infty < y < +\infty} |f(x + iy)|.
\]

Then \( M \) is logarithmically convex on \( [a, b] \).

This theorem is due to M. Riesz.

Theorem 4 (Three circles theorem). Let \( f \) be a complex-valued and an analytic function in the annulus domain \( a < |z| < b \). Then \( \log M(r) \) is a convex function of \( \log r \) \((a < r < b)\), where

\[
M(r) = \max_{|z| = r} |f(z)|.
\]

This result is due to J. Hadamard.

Theorem 5. Let \( f \) be a complex-valued and an analytic function in the annulus domain \( a < |z| < b \). Let \( 1 \leq p < +\infty \). Then \( \log M_p(r) \) is a convex function of \( \log r \) \((a < r < b)\), where

\[
M_p(r) = \left( \int_0^{2\pi} |f(re^{i\varphi})|^p \, d\varphi \right)^{1/p}.
\]

This theorem is due to G. H. Hardy.

Theorem 6. Let \( f \) be a complex-valued and an analytic function in the annulus domain \( a < |z| < b \). Let \( 0 < \alpha < 1 \) and

\[
M_\alpha(r) = \max_{|z_1| = |z_2| - r} \frac{|f(z_1) - f(z_2)|}{|z_1 - z_2|}.
\]

Then \( M_\alpha(r) \) is a convex function of \( \log r \) \((a < r < b)\).
Concerning Theorems 3—6 and their generalizations, see [21], [22] and [23].

1.4.6 Some Extensions of the Concept of Convex Functions

We have already given the definition of a convex function of order $n$, and now we shall quote some results which extend the concept of a convex function.

I. E. Ovčarenko [24] introduced the following definition:

**Definition 1.** A bounded function $f$ is convex on $\overline{I}$ with respect to the function $g$ if for every $x \in I$ there is a number $\delta_x > 0$ such that

$$f(x_1)g(x - x_3) + f(x)g(x_3 - x_1) + f(x_3)g(x_1 - x) \leq 0$$

for $x_1 < x < x_3$ and $x_3 - x_1 < \delta_x$.

For $g(x) = x$, this definition reduces to the definition of convex functions.

In the book [25] of T. Bonnesen we find:

**Definition 2.** Let $g : \mathbb{R}^2 \to \mathbb{R}$ be a continuous function on the square $(a, b) \times (a, b)$ and let $\alpha \leq g(x_1, x_2) \leq 1 - \alpha$ where $\alpha$ $(0 < \alpha < 1)$ is a fixed number. A function $f$ is convexoidal on $[a, b]$ if for all $x_1 < x_2$,

$$f(x_1g(x_1, x_2) + x_2(1 - g(x_1, x_2))) \leq g(x_1, x_2)f(x_1) + (1 - g(x_1, x_2))f(x_2).$$

For $g(x_1, x_2) = 1/2$ this definition yields the definition of J-convex functions.

The following theorem holds for convex functions (see, for example, M. A. Krasnosel’skiĭ and Ya. B. Rutickiĭ [26]):

**Theorem 1.** Any convex function $f$ such that $f(a) = 0$ can be represented in the form

$$f(u) = \int_{\alpha}^{u} p(t) \, dt,$$

where $p$ is a nondecreasing right-continuous function.

The following definition is connected to the above theorem.

**Definition 3.** A function $f$ is called an $N$-function if it can be represented in the form

$$f(u) = \int_{0}^{|u|} p(t) \, dt,$$

where the function $p$ is continuous from the right for $t \geq 0$, positive for $t > 0$, and nondecreasing, and such that

$$p(0) = 0, \quad \lim_{t \to +\infty} p(t) = +\infty.$$
Definition 4. Let \( p \) be a function with the same properties as in Definition 3. For \( s \geq 0 \), define the function \( q \) by

\[
q(s) = \sup_{\varphi(t) \leq s} t.
\]

Then functions

\[
f(u) = \int_0^{|u|} \varphi(t) \, dt \quad \text{and} \quad g(v) = \int_0^{|v|} q(s) \, ds
\]

are called mutually complementary \( N \)-functions.

Remark. If \( \varphi \) is a continuous and monotone increasing function, then \( q \) is the inverse function of \( \varphi \). Otherwise, \( q \) is called the right-inverse function of \( \varphi \). It can easily be verified that \( q \) has the same properties as those given by Definition 3 for the function \( \varphi \).

More about \( N \)-functions, complementary \( N \)-functions and their applications to the Orlicz spaces can be found in [26].

We finally mention a definition of intern functions due to Á. Császár [27]:

Definition 5. A real function \( f \) defined on \( I \) is called an intern function on \( I \) if for all \( x, y \in I \),

\[
\min\{f(x), f(y)\} \leq f\left(\frac{x + y}{2}\right) \leq \max\{f(x), f(y)\}.
\]

Properties of intern functions were the subject of study of Á. Császár (see [27] and [28]) and S. Marcus (see [29] and [30]).

In terms of normal mean values, J. Aczél [31] gave a generalization of the notion of convex function.

For an interesting and important extension of the idea of convexity, see the paper [32] of A. Ostrowski.

The theory of \( J \)-convex functions as opposed to the theory of convex functions, was only partially transposed to the functions of several variables. Some properties of these functions which correspond to those cited by F. Bernstein and G. Doetsch [10], were given by H. Blumberg [33] and E. Mohr [34]. S. Marcus [35] gave an analogue of the theorem of A. Ostrowski [12] and of M. Hukuhara [36] for the functions of several variables.

As a natural generalization of the concept of convexity for functions of two real variables, the concepts of subharmonic and of double convex functions have been studied. Concerning such functions, see papers of P. Montel [21] and M. Nicolesco [37].

A great deal of intensive work has been done recently on the theory of convex and generalized convex functions. Besides the literature
quoted in the books of E. F. Beckenbach and R. Bellman [38], G. H. Hardy, J. E. Littlewood and G. Pólya [39], and T. Popoviciu [5] and in the paper [7] of E. F. Beckenbach, also see [40]—[64].

Concerning the applications of the convexity of order $n$, see, in particular, the expository article [65] of E. Moldovan-Popoviciu.

### 1.4.7 Hierarchy of Convexity

Let $K(b)$ be the class of all functions $f : R \rightarrow R$ which are continuous and nonnegative on the segment $I = [0, b]$ and such that $f(0) = 0$.

The mean function $F$ of the function $f \in K(b)$, defined by

$$F(x) = \frac{1}{x} \int_0^x f(t) \, dt \quad (0 < x \leq b), \quad F(0) = 0,$$

also belongs to the class $K(b)$.

Let $K_1(b)$ denote the class of functions $f \in K(b)$ convex on $I$.

Let $K_2(b)$ denote the class of functions $f \in K(b)$ for which $F \in K_1(b)$.

Let $K_3(b)$ denote the class of functions $f$ which are starshaped with respect to the origin on the segment $I$, i.e., the class of those functions $f$ with the property that for all $x \in I$ and all $t$ ($0 \leq t \leq 1$) the following inequality holds:

$$f(tx) \leq tf(x).$$

We say that a function $f$ belongs to the class $K_4(b)$ if and only if it is superadditive on $I$, i.e., if and only if

$$f(x + y) \geq f(x) + f(y) \text{ for } x, y \text{ and } x + y \text{ in } I.$$

If $F$ belongs to the class $K_5(b)$, we say that $f$ belongs to $K_6(b)$, and if $F$ belongs to $K_5(b)$, we say that $f$ is from $K_6(b)$.

A. M. Bruckner and E. Östrow [55] have proved that the following inclusions hold:

$$K_1(b) \subset K_2(b) \subset K_3(b) \subset K_4(b) \subset K_5(b) \subset K_6(b).$$

E. F. Beckenbach [66] has given examples which show that

$$K_6(b) \neq K_5(b), \ K_5(b) \neq K_4(b), \ K_4(b) \neq K_3(b), \ K_3(b) \neq K_2(b), \ K_2(b) \neq K_1(b).$$

The following result of M. Petrović [67] is also related to this:

**Theorem 1.** If $f$ is a convex function on the segment $I = [0, a]$, if $x_i \in I$ ($i = 1, \ldots, n$) and $x_1 + \cdots + x_n \in I$, then

$$f(x_1) + \cdots + f(x_n) \leq f(x_1 + \cdots + x_n) + (n - 1) f(0).$$
1.4 Convex Functions

**Proof.** Putting \( p = x_1, \, q = x_2, \, x = x_1 + x_2, \, y = 0 \) (\( x_1, x_2 > 0 \)) in (2) of 1.4.3 we get

\[
f(x_1) \leq \frac{x_1 f(x_1 + x_2)}{x_1 + x_2} + \frac{x_2}{x_1 + x_2} f(0).
\]

Interchanging \( x_1 \) and \( x_2 \) we find

\[
f(x_2) \leq \frac{x_2 f(x_1 + x_2)}{x_1 + x_2} + \frac{x_1}{x_1 + x_2} f(0).
\]

Adding (2) and (3) we get

\[
f(x_1) + f(x_2) \leq f(x_1 + x_2) + f(0).
\]

Theorem 1 is therefore true for \( n = 2 \). Suppose that it holds for some \( n \). Then, by (4) we have

\[
f(x_1 + \cdots + x_n + x_{n+1}) = f((x_1 + \cdots + x_n) + x_{n+1}) \\
\geq f(x_1 + \cdots + x_n) + f(x_{n+1}) - f(0),
\]

and by the induction hypothesis,

\[
f(x_1) + \cdots + f(x_n) + f(x_{n+1}) \leq f(x_1 + \cdots + x_{n+1}) + nf(0).
\]

This completes the inductive proof.

For \( n = 2 \), we get that if \( f(0) = 0 \) and if \( f \) is convex, then \( f \) is super-additive.

Some generalizations of (1) were given by D. Marković [68], P. M. Vasić [69], and J. D. Kečkić and I. B. Lacković (see 3.9.57).

Finally, it should be emphasized that the theory of convexity developed in this section, taken together with a few elementary devices, can be used to derive a large number of the most familiar and important inequalities of Analysis.

**References**

2. General Inequalities

2.1 Fundamental Inequalities

2.1.1 Simple Means

**Definition 1.** Let \( a = (a_1, \ldots, a_n) \) be a given sequence of positive numbers. Then the harmonic mean \( H_n(a) \) of the numbers \( a_1, \ldots, a_n \) is defined as

\[
H_n(a) = \frac{n}{\frac{1}{a_1} + \cdots + \frac{1}{a_n}};
\]

their geometric mean \( G_n(a) \) is defined as

\[
G_n(a) = (a_1 \cdots a_n)^{1/n};
\]

and their arithmetic mean \( A_n(a) \) is defined as

\[
A_n(a) = \frac{a_1 + \cdots + a_n}{n}.
\]

**Theorem 1.** For any finite sequence of positive numbers \( a = (a_1, \ldots, a_n) \) we have

(1) \( \min(a_1, \ldots, a_n) \leq H_n(a) \leq G_n(a) \leq A_n(a) \leq \max(a_1, \ldots, a_n) \),

with equality if and only if

\( a_1 = \cdots = a_n \).

For the sake of brevity, the inequality between the harmonic and geometric means will be called inequality (HG), while the inequality between the geometric and arithmetic means will be called inequality (GA).

There is a large number of proofs of Theorem 1 in mathematical literature, especially proofs of inequality (GA). The most complete information, so far, can be found in the book [1], and a number of proofs can be found in the books [2] and [3].

The first concept of the arithmetic and geometric means of two real positive numbers is probably due to the Pythagoreans. It is likely that
they knew of the inequality

\[ \sqrt{ab} \leq \frac{1}{2} (a + b) \quad (a, b > 0), \]

but there is no doubt that it was proved by Euclid.

The first, and one of the most beautiful proofs of inequality (GA), was certainly the one given by A. Cauchy (see [4]; his original proof can be found in [1], pp. 21–22, and [3], pp. 17–18). In his proof, A. Cauchy was the first to use the method of regressive induction. However, there is a shortcoming in this proof in that the case of equality was not discussed.

We shall give here another beautiful proof due to J. Liouville [5] which is, as far as we know, not quoted in the literature on this subject. This must be the reason why this proof has been rediscovered many times later (see [1], pp. 28–29). A translation from French of that proof runs:

We shall prove that

\[ \frac{x_1 + \cdots + x_n}{n} = \sqrt[n]{x_1 \cdots x_n} \]  

whenever all the quantities \(x_1, x_2, \ldots, x_n\) are equal, and that

\[ \frac{x_1 + \cdots + x_n}{n} > \sqrt[n]{x_1 \cdots x_n} \]

in other cases.

Notice that formulas (2) and (3) are true for \(n = 2\), since in this case the first term is equal to

\[ \frac{x_1 + x_2}{2} = \frac{(\sqrt{x_1} - \sqrt{x_2})^2}{2} + \sqrt{x_1x_2}, \]

while the second reduces to \(\sqrt{x_1x_2}\). Therefore, it is enough to show that if the formulas (2) and (3) are true for a certain value of \(n\), they do not cease to be true if this value is increased by unity: in other words it is enough to prove that, assuming that (2) and (3) hold for a given value of \(n\), the function

\[ y = \left(\frac{x_1 + x_2 + \cdots + x_n + x_{n+1}}{n + 1}\right)^{n+1} - x_1x_2 \cdots x_n x_{n+1} \]

is always positive or zero, the latter case only when \(x_1 = x_2 = \cdots = x_n = x_{n+1}\). We shall treat \(x_{n+1}\) as a continuous variable, and taking the derivative of \(y\) with respect to that variable, we find that it is equal to

\[ \left(\frac{x_1 + x_2 + \cdots + x_n + x_{n+1}}{n + 1}\right)^n - x_1x_2 \cdots x_n. \]

This derivative is therefore an increasing function of \(x_{n+1}\), which vanishes when

\[ x_{n+1} = -(x_1 + x_2 + \cdots + x) + (n + 1) \sqrt[n-1]{x_1x_2 \cdots x_n}. \]
This value reduces to \( x_1 \), when \( x_1 = x_2 = \cdots = x_n \). For the values \( x_{n+1} \) which are smaller or greater than the one written, the above derivative is respectively negative or positive; therefore, the function \( y \) is respectively decreasing or increasing: it has a minimum when its derivative is zero: this minimum is

\[
n x_1 x_2 \cdots x_n \left( \frac{x_1 + x_2 + \cdots + x_n}{n} - \sqrt[n]{x_1 x_2 \cdots x_n} \right),
\]

and by formulas (2) and (3) it is either zero or positive: therefore, a fortiori, the function \( y \) is also \( \geq 0 \); in order that it should reduce to zero it is necessary: 1\( ^o \) that the determined minimum be zero which happens when \( x_1 = x_2 = \cdots = x_n \); 2\( ^o \) that \( x_{n+1} \) takes the value which corresponds to that minimum, that is to say, that \( x_{n+1} \) is also equal to \( x_1 \).

This completes the proof of J. Liouville.

For the numbers \( a_1^{-1}, \ldots, a_n^{-1} \), by (GA) we have

\[
\left( \frac{1}{a_1}, \ldots, \frac{1}{a_n} \right)^{\frac{1}{n}} \leq \frac{1}{a_1} + \cdots + \frac{1}{a_n},
\]

Equality holds here if and only if \( a_1^{-1} = \cdots = a_n^{-1} \), i.e., \( a_1 = \cdots = a_n \).

From (4) we get

\[
\frac{1}{a_1} + \cdots + \frac{1}{a_n} \leq (a_1 \cdots a_n)^{\frac{1}{n}};
\]

that is to say, inequality (HG).

Let us now prove that

\[
\min(a_1, \ldots, a_n) \leq \frac{n}{\frac{1}{a_1} + \cdots + \frac{1}{a_n}}.
\]

Without loss of generality, we can suppose that

\[
0 < a_1 \leq \cdots \leq a_n.
\]

Then,

\[
\min(a_1, \ldots, a_n) = a_1.
\]

Using inequality (6), inequality (5) becomes

\[
\frac{a_1}{a_1} + \cdots + \frac{a_1}{a_n} \leq n,
\]

which is true, since by (6), we have

\[
\frac{a_1}{a_k} \leq 1 \quad (k = 1, \ldots, n).
\]
The inequality
\[ \frac{a_1 + \cdots + a_n}{n} \leq \max(a_1, \ldots, a_n) \]
can be proved in the same way.

This completes the proof of Theorem 1.

A generalization of \( G_n(a) \leq A_n(a) \) in the case \( n = 2 \) is given by

**Theorem 2.** If \( x \geq 0, y \geq 0 \) and \( 1/p + 1/q = 1 \) with \( p > 1 \), then

\[ \frac{1}{x^p} \frac{1}{y^q} \leq \frac{x}{p} + \frac{y}{q}, \tag{7} \]

with equality holding if and only if \( x = y \).

The proof of (7) reduces, for instance, to finding the extremum of the function \( f \) defined by

\[ f(x) = \frac{1}{x^p} \frac{1}{y^q} - \frac{x}{p} - \frac{y}{q}. \]

Inequality (7) is, in fact, the inequality between the weighted arithmetic and geometric means of nonnegative real numbers \( x \) and \( y \) with weights \( 1/p \) and \( 1/q \), where \( 1/p + 1/q = 1 \) and \( p > 1 \) (see also 2.14).

Replacing \( x \) by \( x^p \) and \( y \) by \( y^q \) in (7), we have

\[ xy \leq \frac{x^p}{p} + \frac{y^q}{q} \quad \left( x \geq 0, y \geq 0; \frac{1}{p} + \frac{1}{q} = 1, p > 1 \right). \tag{8} \]

This inequality plays an important role in the Theory of Inequalities.
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### 2.1.2 Cauchy's Inequality

**Theorem 1.** If \( a = (a_1, \ldots, a_n) \) and \( b = (b_1, \ldots, b_n) \) are sequences of real numbers, then

\[ \left( \sum_{k=1}^{n} a_k b_k \right)^2 \leq \left( \sum_{k=1}^{n} a_k^2 \right) \left( \sum_{k=1}^{n} b_k^2 \right) \tag{1} \]

with equality if and only if the sequences \( a \) and \( b \) are proportional.
Inequality (1) is called Cauchy's inequality, or the Cauchy-Schwarz inequality, or the Cauchy-Schwarz-Buniakowski inequality. We adopt the first name.

**Proof 1.** Consider the quadratic polynomial in \( x \)

\[
(2) \quad \sum_{k=1}^{n} (a_k x + b_k)^2,
\]
i.e.,

\[
(3) \quad \left( \sum_{k=1}^{n} a_k^2 \right) x^2 + 2 \left( \sum_{k=1}^{n} a_k b_k \right) x + \sum_{k=1}^{n} b_k^2.
\]

Using (2), we conclude that (3) is nonnegative for all real \( x \), which implies inequality (1).

Equality holds in (1) if and only if the sequences \( a \) and \( b \) are proportional as can be seen from (2).

This proves Theorem 1.

**Proof 2.** Since, for arbitrary real numbers \( x \) and \( y \),

\[
xy \leq \frac{1}{2} x^2 + \frac{1}{2} y^2,
\]

we have, for the terms of real sequences \( a \) and \( b \),

\[
|a_k b_k| = \lambda |a_k| \frac{1}{\lambda} |b_k| \leq \frac{1}{2} \lambda^2 a_k^2 + \frac{1}{2} \frac{1}{\lambda^2} b_k^2,
\]

where \( \lambda \neq 0 \) is an arbitrary real number.

Summing the above inequalities from \( k = 1 \) to \( k = n \), we have

\[
\sum_{k=1}^{n} |a_k b_k| \leq \frac{1}{2} \lambda^2 \sum_{k=1}^{n} a_k^2 + \frac{1}{2} \frac{1}{\lambda^2} \sum_{k=1}^{n} b_k^2.
\]

Choosing \( \lambda \) so that

\[
\lambda^2 \sum_{k=1}^{n} a_k^2 = \frac{1}{\lambda^2} \sum_{k=1}^{n} b_k^2 = \left( \sum_{k=1}^{n} a_k^2 \sum_{k=1}^{n} b_k^2 \right)^{1/2},
\]

we obtain

\[
(4) \quad \sum_{k=1}^{n} |a_k b_k| \leq \left( \sum_{k=1}^{n} a_k^2 \sum_{k=1}^{n} b_k^2 \right)^{1/2}.
\]

Since

\[
\left| \sum_{k=1}^{n} a_k b_k \right| \leq \sum_{k=1}^{n} |a_k b_k|,
\]

from (4), we derive (1).
Theorem 2. If the sequences $a$ and $b$ are complex, inequality (1) then reads:

$$\left| \sum_{k=1}^{n} a_k \bar{b}_k \right|^2 \leq \left( \sum_{k=1}^{n} |a_k|^2 \right) \left( \sum_{k=1}^{n} |b_k|^2 \right),$$

with equality holding if and only if the sequences $a$ and $\bar{b}$ are proportional.

**Proof.** Let $\lambda$ be a complex number. Start with the identity

$$\sum_{k=1}^{n} |a_k - \lambda \bar{b}_k|^2 = \sum_{k=1}^{n} (a_k - \lambda \bar{b}_k) (\bar{a}_k - \lambda \bar{b}_k)$$

$$= \sum_{k=1}^{n} |a_k|^2 + |\lambda|^2 \sum_{k=1}^{n} |b_k|^2 - 2 \text{Re} \left( \lambda \sum_{k=1}^{n} a_k \bar{b}_k \right).$$

If $\lambda = \left( \sum_{k=1}^{n} a_k \bar{b}_k \right) \left( \sum_{k=1}^{n} |b_k|^2 \right)$, where $b \neq 0$, we have

$$\sum_{k=1}^{n} |a_k - \lambda \bar{b}_k|^2 = \sum_{k=1}^{n} |a_k|^2 - \left| \sum_{k=1}^{n} a_k \bar{b}_k \right|^2 \sum_{k=1}^{n} |b_k|^2 \geq 0,$$

which implies Cauchy's inequality (5) in the complex form.

In virtue of (6) we conclude that equality holds in (5) if and only if

$$a_k - \lambda \bar{b}_k = 0 \quad (k = 1, \ldots, n),$$

i.e., if and only if the sequences $a$ and $\bar{b}$ are proportional.

**Remark.** In 2.6 we shall give other proofs of Theorems 1 and 2, as well as some generalizations.

### 2.2 Abel’s Inequality

**Theorem 1.** Let $a_1, \ldots, a_n$ and $b_1, \ldots, b_n$ ($b_1 \geq \cdots \geq b_n \geq 0$) be two sequences of real numbers, and let

$$s_k = a_1 + \cdots + a_k \quad (k = 1, \ldots, n).$$

If $m = \min_{1 \leq k \leq n} s_k$ and $M = \max_{1 \leq k \leq n} s_k$, then

$$mb_1 \leq a_1 b_1 + \cdots + a_n b_n \leq Mb_1.$$

This inequality is known as Abel's inequality.

**Proof.** The sum $a_1 b_1 + \cdots + a_n b_n$ can be written as follows:

$$\sum_{k=1}^{n} a_k \bar{b}_k = s_1 \bar{b}_1 + (s_2 - s_1) \bar{b}_2 + \cdots + (s_n - s_{n-1}) \bar{b}_n$$

$$= s_1 (b_1 - b_2) + \cdots + s_{n-1} (b_{n-1} - b_n) + s_n b_n.$$
Since
\[ m(b_1 - b_2) \leq s_1(b_1 - b_2) \leq M(b_1 - b_2), \]
\[ \vdots \]
\[ m(b_{n-1} - b_n) \leq s_{n-1}(b_{n-1} - b_n) \leq M(b_{n-1} - b_n), \]
\[ mb_n \leq s_nb_n \leq Mb_n, \]
by addition we get inequality (1).

### 2.3 Jordan’s Inequality

Integrating both sides of the inequality
\[ \sec^2 \theta \geq 1 \quad (0 \leq \theta < \pi/2) \]
over the interval \((0, \theta)\), we get
\[ \tan \theta \geq \theta \quad (0 \leq \theta < \pi/2). \]

Therefore we obtain
\[ \frac{d}{d\theta} \left( \frac{\sin \theta}{\theta} \right) = \frac{\cos \theta}{\theta^2} (\theta - \tan \theta) \leq 0 \quad (0 < \theta < \pi/2). \]

We infer that
\[ \frac{\sin \theta}{\theta} \geq \frac{\sin \frac{\pi}{2}}{\frac{\pi}{2}} = \frac{2}{\pi} = \frac{2}{\pi} \quad (0 < \theta \leq \pi/2). \]

Equality holds in (1) if and only if \( \theta = \pi/2 \).

On the other side we have
\[ \sin \theta \leq \theta \quad (\theta \geq 0). \]

Combining this inequality with (1), we get the double inequality
\[ \frac{2}{\pi} \leq \frac{\sin \theta}{\theta} < 1 \quad (0 < |\theta| \leq \pi/2). \]

Inequality (1) is known as JORDAN’s inequality.

**Remark 1.** Inequality (2) is an immediate consequence of the concavity of \( \theta \mapsto \sin \theta \) on the interval \([0, \pi/2]\). The straight line \( y = \frac{2}{\pi} \theta \) is a chord of \( y = \sin \theta \), which joins the points \((0, \theta)\) and \((\pi/2, 1)\). The straight line \( y = \theta \) is a tangent to \( y = \sin \theta \) at the origin. Hence, the graph of \( y = \sin \theta \) \((0 \leq \theta \leq \pi/2)\) lies between these straight lines.

**Remark 2.** Inequality
\[ \frac{\sin \theta}{\theta} \geq \frac{\pi^2 - \theta^2}{\pi^2 + \theta^2}, \]
where \( \theta \) is real, is due to R. REDHEFFER.
Inequalities (1) and (3) do not imply each other.
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2.4 Bernoulli’s Inequality and its Generalizations

**Theorem 1.** If \( x > -1 \) and if \( n \) is a positive integer, then

\[
(1 + x)^n \geq 1 + nx.
\]

This inequality is called **Bernoulli’s inequality**.

**Proof.** If \( n = 1 \), then (1) is an equality. Let us assume that (1) holds if \( n = k \geq 1 \), i.e., that for \( x > -1 \),

\[
(1 + x)^k \geq 1 + kx.
\]

Multiplying (2) by \( 1 + x \) (\( > 0 \)), we get

\[
(1 + x)^{k+1} \geq (1 + x)(1 + kx) = 1 + (k + 1)x + kx^2,
\]

whence

\[
(1 + x)^{k+1} \geq 1 + (k + 1)x.
\]

This completes the induction proof.

For \( -1 < x \neq 0 \) the following generalizations of Bernoulli’s inequality are valid:

\[
(1 + x)^a > 1 + ax \text{ if } a > 1 \text{ or } a < 0,
\]

and

\[
(1 + x)^a < 1 + ax \text{ if } 0 < a < 1.
\]

Indeed, by **Taylor’s formula**

\[
(1 + x)^a - 1 - ax = \frac{a(a-1)x^2}{2}(1 + \theta x)^{a-2} \quad (0 < \theta < 1).
\]

By our assumptions, \( 1 + \theta x > 0 \), and

\[
\text{sgn}((1 + x)^a - 1 - ax) = \text{sgn}(a(a-1)) \quad (x \neq 0),
\]

so that (4) and (5) are true.

**Remark.** Inequality (1) holds also if \( -2 \leq x \leq -1 \). Indeed, for such \( x \) we have

\[
(1 + x)^n \geq -|1 + x|^n \geq -|1 + x| = 1 + x \geq 1 + nx.
\]

**Theorem 2.** If \( n = 2, 3, \ldots \) and \(-1 < x < \frac{1}{n - 1}\), then

\[
(1 + x)^n \leq 1 + \frac{nx}{1 + (1 - n)x},
\]

with equality holding if and only if \( x = 0 \).

**Proof.** Applying (1) to \( \left(1 - \frac{x}{x+1}\right)^n \), we obtain

\[
\left(1 - \frac{x}{1 + x}\right)^n \geq 1 - \frac{x}{1 + x},
\]

\[
\left(1 + x\right)^{-n} \geq \left(1 - \frac{x}{1 + x}\right)^n \geq 1 - \frac{x}{1 + x}.
\]
where \( n = 1, 2, \ldots \), and \(-\frac{x}{1 + x} > -1\) since \( x > -1 \). However

\[
1 - \frac{x}{1 + x} = \frac{1}{1 + x},
\]

so that (8) is equivalent to

\[
\left(1 + x\right)^n \geq \frac{1 + x - nx}{1 + x}.
\]

If \( 1 + x - nx > 0 \) and \( n = 2, 3, \ldots \) (i.e., \( x < \frac{1}{n - 1} \)), then

\[
(1 + x)^n \leq \frac{1 + x}{1 + x - nx} = 1 + \frac{nx}{1 + x - nx}.
\]

Therefore, inequality (7) is established.

The following generalization of Bernoulli’s inequality is easy to prove.

**Theorem 3.** If each of real numbers \( x_i (i = 1, \ldots, n) \) is greater than \(-1\), and either all are positive or all negative, then

\[
(1 + x_1)(1 + x_2) \cdots (1 + x_n) > 1 + x_1 + x_2 + \cdots + x_n.
\]

N. Hadzhiyanov and I. Prodanov [1], among other things, proved:

**Theorem 4.** Let \( f_n(x) = (1 + x)^n - 1 - nx \), where \( n > 1 \) is an odd integer. Then \( f_n(x) = 0 \) has only one root \( x_n \), such that

\[
-3 \leq x_n < -2 - \frac{1}{n} \quad \text{and} \quad x_n < x_{n+2} \quad (n = 3, 5, 7, \ldots),
\]

and

\[
f_n(x) > 0 \quad \text{for} \quad x > x_n \quad (x \neq 0),
\]

\[
f_n(x) < 0 \quad \text{for} \quad x < x_n.
\]

If \( n \) is even, then \( f_n(x) > 0 \) holds for every real \( x \neq 0 \).

Another extension of inequality (1) is given by the following result.

**Theorem 5.** Let

\[
F(k, a, x) = 1 + ax + C(a, 2) x^2 + \cdots + C(a, k) x^k
\]

be the \( k \)-th partial sum of the binomial series for \((1 + x)^a\), where \( x > -1 \). Then, if the first omitted term is

1° positive, then \((1 + x)^a > F(k, a, x)\),

2° zero, then \((1 + x)^a = F(k, a, x)\),

3° negative, then \((1 + x)^a < F(k, a, x)\).
This result is due to L. Gerber [2], who at the end of his short note establishes the following: These inequalities can be used to generate inequalities for functions which are integrals of binomials such as the logarithm, the inverse trigonometric functions and elliptic integrals.
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2.5 Čebyšev's and Related Inequalities

Theorem 1. If \( a = (a_1, \ldots, a_n) \) and \( b = (b_1, \ldots, b_n) \) are two real sequences such that

(1) \( a_1 \leq \cdots \leq a_n \) and \( b_1 \leq \cdots \leq b_n \), or \( a_1 \geq \cdots \geq a_n \) and \( b_1 \geq \cdots \geq b_n \),

then the following inequality is true

(2) \[
\left( \frac{1}{n} \sum_{v=1}^{n} a_v \right) \left( \frac{1}{n} \sum_{v=1}^{n} b_v \right) \leq \frac{1}{n} \sum_{v=1}^{n} a_v b_v.
\]

It is called the Čebyšev inequality.

Proof. Using the simplified notations

\[
\sum a = \sum_{k=1}^{n} a_k, \quad \sum b = \sum_{k=1}^{n} b_k, \quad \sum ab = \sum_{k=1}^{n} a_k b_k,
\]

we have

\[
\sum_{\mu} \sum_{v} (a_{\mu} b_v - a_v b_{\mu}) = \sum_{\mu} (n a_{\mu} b_{\mu} - a_{\mu} \sum b) = n \sum ab - \sum a \sum b.
\]

\[
\sum_{\mu} \sum_{v} (a_v b_v - a_{\mu} b_{\mu}) = \sum_{v} (n a_v b_v - a_v \sum b) = n \sum ab - \sum a \sum b.
\]

Therefore

(3) \[
n \sum ab - \sum a \sum b = \frac{1}{2} \sum_{\mu} \sum_{v} (a_{\mu} b_v - a_v b_{\mu} + a_v b_v - a_{\mu} b_{\mu})
= \frac{1}{2} \sum_{\mu} \sum_{v} (a_{\mu} - a_v) (b_{\mu} - b_v).
\]

Condition (1) implies

\( (a_{\mu} - a_v) (b_{\mu} - b_v) \geq 0 \) for \( \mu, v = 1, \ldots, n \).

Hence, from (3) we obtain

\[
n \sum ab - \sum a \sum b \geq 0.
\]

This inequality is equivalent to (2).
From (3) one can also deduce that equality holds in (2) if and only if $a_1 = \cdots = a_n$ or $b_1 = \cdots = b_n$.

**Theorem 2.** If

\[
0 \leq a_1 \leq \cdots \leq a_n,
\]

\[
0 \leq b_1 \leq \cdots \leq b_n,
\]

\[
\vdots
\]

\[
0 \leq l_1 \leq \cdots \leq l_n,
\]

then

\[
\frac{\sum_{k=1}^{n} a_k}{n} \cdot \frac{\sum_{k=1}^{n} b_k}{n} \cdots \frac{\sum_{k=1}^{n} l_k}{n} \leq \frac{\sum_{k=1}^{n} a_kb_k \cdots l_k}{n}.
\]

As a special case, we have the following result: If $a_k \geq 0$ for $k = 1, \ldots, n$ and $m$ is a positive integer, then

\[
\left( \frac{1}{n} \sum_{k=1}^{n} a_k \right)^m \leq \frac{1}{n} \sum_{k=1}^{n} a_k^m.
\]

We mention that the restriction to nonnegative numbers in (4) is necessary if we consider three or more sequences. This fact is overlooked in a number of textbooks.

The conditions (1) that both sequences $a$ and $b$ are increasing, or both decreasing, give a sufficient condition for Čebyšev's inequality to hold. However, those conditions are not necessary. Some other sufficient conditions, which are also not necessary, were given by D. N. Labutin [1] though he did not mention Čebyšev's inequality explicitly.

This problem was completely solved by D. W. Sasser and M. L. Slater [2]. They gave the necessary and sufficient conditions for Čebyšev's inequality (2) to hold, by proving the following theorem.

**Theorem 3.** Let $a_1, \ldots, a_n$ and $b_1, \ldots, b_n$ be two sequences of real numbers. Let $a$ and $b$ be $n$-dimensional column vectors whose components are $a_1, \ldots, a_n$ and $b_1, \ldots, b_n$ respectively. Furthermore, let $e$ be an $n$-dimensional column vector with all entries equal to 1. Then, a necessary and sufficient condition for Čebyšev's inequality to hold is $b = Aa + ce$ or $a = Ab + ce$, where $c$ is a real number and $A$ is a real positive semidefinite matrix, such that the sum of the elements of any column or row is 0. Equality occurs in (2) if and only if $(A + A') a = 0$ or $(A + A') b = 0$.

**Remark 1.** A quadratic real matrix $A$ is called positive semidefinite if and only if the quadratic form $(x, Ax)$ is nonnegative for all real $x$.

The following inequality, proved by G. Seitz [3], contains both Cauchy's and Čebyšev's inequalities.
Theorem 4. Let \( x = (x_1, \ldots, x_n), y = (y_1, \ldots, y_n), z = (z_1, \ldots, z_n) \) and \( u = (u_1, \ldots, u_n) \) be given sequences of real numbers, and let \( a_{ij} \) \( (i, j = 1, \ldots, n) \) be given real numbers. If for every pair of numbers \( i, j \) \( (i < j) \) and for every pair \( r, s \) \( (r < s) \)
\[
\begin{vmatrix}
  x_i & x_j \\
  y_i & y_j \\
  z_r & z_s \\
  u_r & u_s
\end{vmatrix} \geq 0, \quad \text{and} \quad
\begin{vmatrix}
  a_{ri} & a_{rj} \\
  a_{si} & a_{sj}
\end{vmatrix} \geq 0,
\]
then
\[
\sum_{i,j=1}^{n} a_{ij} x_i z_j \geq \sum_{i,j=1}^{n} a_{ij} y_i u_j.
\]

The following result of T. Popoviciu \([4]\) is closely connected to Čebyšev's inequality.

Let \( a = (a_1, \ldots, a_n) \) and \( b = (b_1, \ldots, b_n) \) be nondecreasing sequences of real numbers and let \( x_{ij} \) \( (i, j = 1, \ldots, n) \) be real numbers. Then necessary and sufficient conditions for the numbers \( x_{ij} \), so that the inequality
\[
F(a, b) = \sum_{i,j=1}^{n} x_{ij} a_i b_j \geq 0
\]
holds: \(1^\circ\) for all nondecreasing sequences \( a \) and \( b \), or \(2^\circ\) for all nonnegative nondecreasing sequences \( a \) and \( b \), are contained in the following two theorems.

Theorem 5. With the condition \(1^\circ\), \( F(a, b) \geq 0 \) if and only if
\[
\sum_{i=r}^{n} \sum_{j=s}^{n} x_{ij} \geq 0 \quad (r = 1, \ldots, n; s = 2, \ldots, n),
\]
\[
\sum_{i=r}^{n} \sum_{j=1}^{n} x_{ij} = 0 \quad (r = 1, \ldots, n).
\]

Theorem 6. With the condition \(2^\circ\), \( F(a, b) \geq 0 \) if and only if
\[
\sum_{i=r}^{n} \sum_{j=1}^{n} x_{ij} \geq 0 \quad (r = 1, \ldots, n; s = 1, \ldots, n).
\]

Remark 2. Theorems 5 and 6 refer only to the cases of nondecreasing sequences (Theorem 5) and nonnegative nondecreasing sequences (Theorem 6). Similar results are obtained in other cases.

Inequality (6) is a generalization of a number of known inequalities. For example, taking
\[
x_{ij} = n - 1 \quad (i = j), \quad x_{ij} = -1 \quad (i \neq j),
\]
we get the inequality of Čebyšev.
H. W. McCaughlin and F. T. Metcalf [5] proved the following interesting result:

**Theorem 7.** Let $I$ and $J$ denote nonempty disjoint finite sets of distinct positive integers. Suppose that $(a_k)$ and $(b_k)$, with $k \in I \cup J$, are sequences of nonnegative real numbers, $(\rho_k)$, with $k \in I \cup J$, is a sequence of positive numbers, and $r > 0$. Define $M_r$ and $T_r$ by

$$M_r(a; \rho, I) = \left( \frac{\sum_{k \in I} \rho_k a_k^r}{\sum_{k \in I} \rho_k} \right),$$

and

$$T_r(a, b; I) = \left( \sum_{k \in I} \rho_k \right) \left( M_r(ab; \rho, I) - M_r(a; \rho, I) M_r(b; \rho, I) \right).$$

If the pairs

$$(M_r(a; \rho, I), M_r(a; \rho, J)) \text{ and } (M_r(b; \rho, I), M_r(b; \rho, J))$$

are similarly ordered, then

$$T_r(a, b; I \cup J) \geq T_r(a, b; I) + T_r(a, b; J).$$

If the pairs (7) are oppositely ordered, then the sense of (8) reverses.

In both cases equality holds if and only if either

$$M_r(a; \rho, I) = M_r(a; \rho, J), \text{ or } M_r(b; \rho, I) = M_r(b; \rho, J).$$

An integral analogue of Čebyšev's inequality (2) is given by the following theorem:

**Theorem 8.** Let $f$ and $g$ be real and integrable functions on $[a, b]$ and let them both be either increasing or decreasing. Then

$$\frac{1}{b-a} \int_a^b f(x) g(x) \, dx \geq \frac{1}{b-a} \int_a^b f(x) \, dx \cdot \frac{1}{b-a} \int_a^b g(x) \, dx.$$

If one function is increasing and the other decreasing, the reverse inequality holds.

The Čebyšev inequality (9) can be, as shown by O. Dunkel [6], generalized to $n$ functions:

**Theorem 9.** If $f_1, \ldots, f_n$ are nonnegative functions which are monotone in the same sense, and integrable on $(a, b)$, then

$$\int_a^b f_1(x) \, dx \cdots \int_a^b f_n(x) \, dx \leq (b - a)^{n-1} \int_a^b f_1(x) \cdots f_n(x) \, dx.$$

The following generalization of inequality (9) is due to P. L. Čebyšev [7]:
Theorem 10. Let \( f \) and \( g \) be two functions which are integrable and monotone in the same sense on \((a, b)\) and let \( \varphi \) be a positive and integrable function on the same interval. Then

\[
\int_{a}^{b} \varphi (x) f(x) g(x) \, dx \int_{a}^{b} \varphi (x) \, dx \geq \int_{a}^{b} \varphi (x) f(x) \, dx \int_{a}^{b} \varphi (x) g(x) \, dx,
\]

with equality if and only if one of the functions \( f, g \) reduces to a constant.

If \( f \) and \( g \) are monotone in the opposite sense, inequality in (10) reverses.

From (10) for \( \varphi (x) = 1 \) follows (9). For \( \varphi (x) = f_2(x)^2, f(x) = g(x) = f_1(x)/f_2(x) \), (10) yields the BUNIAKOWSKI-SCHWARZ inequality (see 2.6.1).

M. BIERNACKI [8] proved inequality (10) under different conditions from those given in Theorem 10. In fact, he proved:

Theorem 11. Let \( f, g \) and \( \varphi \) be integrable functions on \((a, b)\), and let \( \varphi \) be positive on that interval. If the functions

\[
f_1(x) = \frac{\int_{a}^{x} \varphi (s) f(s) \, ds}{\int_{a}^{x} \varphi (s) \, ds}, \quad g_1(x) = \frac{\int_{a}^{x} \varphi (s) g(s) \, ds}{\int_{a}^{x} \varphi (s) \, ds}
\]

reach extreme values only in a finite number of common points from \((a, b)\), and if they are monotone in the same sense on \((a, b)\), then (10) holds.

In the statement of Theorem 11 functions \( f_1 \) and \( g_1 \) can be replaced by the following functions:

\[
f_2(x) = \frac{\int_{x}^{b} \varphi (s) f(s) \, ds}{\int_{x}^{b} \varphi (s) \, ds} \quad \text{and} \quad g_2(x) = \frac{\int_{x}^{b} \varphi (s) g(s) \, ds}{\int_{x}^{b} \varphi (s) \, ds}.
\]

If the functions \( f_1 \) and \( g_1 \) (or \( f_2 \) and \( g_2 \)) are monotone in the opposite sense, inequality in (10) is reversed.

Theorem 10 was rediscovered by M. FUJIIWARA [9], in a somewhat different form. In fact, FUJIIWARA's inequality follows from (10) setting \( \varphi (x) = f_2(x) g_2(x), f(x) = f_1(x)/f_2(x) \) and \( g(x) = g_1(x)/g_2(x) \). In connection with this, see also certain results of S. ISAYAMA [10] and T. HAYASHI [11].

The paper [12] of N. A. SAPOGOV is closely related to Theorem 10. Besides, the same paper contains a very simple proof of ČEBYŠEV's inequality and also a number of references concerning the topics in question.

Some generalizations of (10) are also due to J. SHOHAT [13].
2.6 Cauchy's and Related Inequalities

2.6.1 Some Refinements and Extensions of Cauchy's Inequality

First of all we shall give a new proof of the following important Theorems 1 and 2, which were already proved in 2.1.2.

Theorem 1. Let \( a = (a_1, \ldots, a_n) \) and \( b = (b_1, \ldots, b_n) \) be two sequences of real numbers. Then

\[
\left( \sum_{i=1}^{n} a_i^2 \right) \left( \sum_{i=1}^{n} b_i^2 \right) \geq \left( \sum_{i=1}^{n} a_i b_i \right)^2.
\]

Equality holds if and only if the sequences \( a \) and \( b \) are linearly dependent.

Proof. Starting with the LAGRANGE identity,

\[
\left( \sum_{i=1}^{n} a_i^2 \right) \left( \sum_{i=1}^{n} b_i^2 \right) - \left( \sum_{i=1}^{n} a_i b_i \right)^2 = \sum_{1 \leq i < j \leq n} (a_i b_j - a_j b_i)^2,
\]

which holds for real numbers, we obtain (1).
Since Cauchy's inequality (1) (see [1]) follows from the above Lagrange identity, it is also called Lagrange's inequality.

**Theorem 2.** For arbitrary complex sequences \( a = (a_1, \ldots, a_n) \) and \( b = (b_1, \ldots, b_n) \), we have

\[
\left( \sum_{i=1}^{n} |a_i|^2 \right) \left( \sum_{i=1}^{n} |b_i|^2 \right) \geq \left| \sum_{i=1}^{n} a_i b_i \right|^2,
\]

with equality holding if and only if the sequences \( \tilde{a} \) and \( b \) are proportional.

**Proof.** By application of the Binet-Cauchy identity for determinants one can obtain the following identity

\[
\left( \sum_{i=1}^{n} a_i c_i \right) \left( \sum_{i=1}^{n} b_i d_i \right) - \left( \sum_{i=1}^{n} a_i d_i \right) \left( \sum_{i=1}^{n} b_i c_i \right) = \sum_{1 \leq i < j \leq n} (a_i b_j - a_j b_i) (c_i d_j - c_j d_i).
\]

Replacing \( a_i, b_i, c_i, d_i \) by \( \overline{a_i}, b_i, a_i, \overline{b_i} \) respectively, we get

\[
\left( \sum_{i=1}^{n} |a_i|^2 \right) \left( \sum_{i=1}^{n} |b_i|^2 \right) - \left| \sum_{i=1}^{n} a_i b_i \right|^2 = \sum_{1 \leq i < j \leq n} |a_i b_j - a_j b_i|^2.
\]

From this identity follows (2).

For a stronger identity than (2), see 3.8.5.

In the following we give some inequalities which generalize or refine Cauchy's inequality.

**Theorem 3.** If \( a = (a_1, \ldots, a_n) \) and \( b = (b_1, \ldots, b_n) \) are sequences of real numbers and \( 0 \leq x \leq 1 \), then

\[
\left( \sum_{k=1}^{n} a_k b_k + x \sum_{i \neq j} a_i b_j \right)^2 \leq \left( \sum_{k=1}^{n} a_k^2 + 2x \sum_{i < j} a_i a_j \right) \left( \sum_{k=1}^{n} b_k^2 + 2x \sum_{i < j} b_i b_j \right).
\]

For \( x = 0 \), this inequality reduces to Cauchy's inequality.

A simple proof of this inequality, due to S. S. Wagner, was given by P. Flor [2].

D. K. Callebaut [3] proved:

**Theorem 4.** If \( a = (a_1, \ldots, a_n) \) and \( b = (b_1, \ldots, b_n) \) are sequences of positive numbers and \( 1 \leq z \leq y \leq 2 \) or \( 0 \leq y \leq z \leq 1 \), then

\[
\left( \sum_{k=1}^{n} a_k^y \right) \left( \sum_{k=1}^{n} b_k^z \right) \geq \left( \sum_{k=1}^{n} a_k^2 b_k^{2-y} \right) \left( \sum_{k=1}^{n} a_k^{2-y} b_k^y \right) \geq \left( \sum_{k=1}^{n} a_k^x b_k^{2-x} \right) \left( \sum_{k=1}^{n} a_k^{2-x} b_k^x \right) \geq \left( \sum_{k=1}^{n} a_k b_k \right)^2.
\]

A simple proof of these inequalities, which interpolate Cauchy's inequality, was given by H. W. McLaughlin and F. T. Metcalf [4]. In
fact, they showed that the above inequality is a consequence of Hölder’s inequality (see 2.8).


In the case when the considered sequences \( a \) and \( b \) have an even number of terms, H. W. McLaughlin [6], p. 66, has proved the following inequality which refines Cauchy’s inequality.

**Theorem 5.** If \( a = (a_1, \ldots, a_{2n}) \) and \( b = (b_1, \ldots, b_{2n}) \) are sequences of real numbers, then

\[
\left( \sum_{k=1}^{2n} a_k b_k \right)^2 \leq \left( \sum_{k=1}^{2n} a_k^2 \right) \left( \sum_{k=1}^{2n} b_k^2 \right) - \left( \sum_{k=1}^{n} a_{2k} b_{2k-1} - a_{2k-1} b_{2k} \right)^2.
\]

H. W. McLaughlin [6], p. 70, has also proved an analogous inequality for the case when the sequences \( a \) and \( b \) have \( 4n \) terms each.

Notice that an inequality analogous to inequality (1) holds for quaternions. This result was obtained by H. W. McLaughlin [6], p. 24, and it reads:

**Theorem 6.** Let \( a_1, \ldots, a_n \) and \( b_1, \ldots, b_n \) be quaternions. Then

\[
\left\| \sum_{k=1}^{n} a_k \overline{b}_k \right\|^2 \leq \left( \sum_{k=1}^{n} \| a_k \|^2 \right) \left( \sum_{k=1}^{n} \| b_k \|^2 \right)
\]

with equality if and only if \( a_1 = \cdots = a_n = 0 \), or \( b_k = \lambda a_k \) for real \( \lambda \) and for \( k = 1, \ldots, n \).

Remark. If \( a = R(a) + iI(a) + jF(a) + kK(a) \), where \( i^2 = j^2 = k^2 = -1, ij = \overline{ji} = k, jk = -\overline{jk} = i, ki = -\overline{ki} = j \), then the conjugate \( \overline{a} \) of the quaternion \( a \) is given by

\( \overline{a} = R(a) - iI(a) - jF(a) - kK(a) \),

and the norm \( \| a \| \) of \( a \) is defined by

\( \| a \|^2 = R(a)^2 + I(a)^2 + F(a)^2 + K(a)^2 \).

For other generalizations of Cauchy’s inequality see 2.6.2 and 2.8.

We shall now prove an integral analogue of Cauchy’s inequality:

**Theorem 7.** Let \( f \) and \( g \) be real and integrable functions on \([a, b]\). Then

\[
\left( \int_a^b f(x) g(x) \, dx \right)^2 \leq \left( \int_a^b f(x)^2 \, dx \right) \left( \int_a^b g(x)^2 \, dx \right),
\]

with equality holding if and only if \( f \) and \( g \) are linearly dependent functions.

**Proof.** For every real number \( t \),

\[
\int_a^b (tf(x) + g(x))^2 \, dx \geq 0,
\]
\[ \int_{a}^{b} f(x)^2 \, dx + 2t \int_{a}^{b} f(x) g(x) \, dx + \int_{a}^{b} g(x)^2 \, dx \geq 0, \]

which directly implies (3).

Inequality (3) is called the Schur or, more correctly, the Buniakowski-Schur inequality.

Let us finally mention a result of A. Signorini [7], which is a consequence of the Buniakowski-Schur inequality.

**Theorem 8.** Let \( f_1, f_2, \rho_1, \rho_2 \) be almost everywhere continuous functions in the region \( V \), and let \( \rho_2 \geq \rho_1 > 0 \) but not \( \rho_1 \equiv \rho_2 \). Then

\[
\int_{V} \rho_1 f_1^2 \, dV \leq \int_{V} \rho_1 f_2^2 \, dV - \int_{V} \rho_1 f_1 f_2 \, dV \geq 0.
\]


**References**

2.6.2 Gram's Inequality

Let $x_1, \ldots, x_n$ be vectors of a unitary space $X$. Then

$$G(x_1, \ldots, x_n) = \left| \begin{array}{c}
(x_1, x_1) \\ 
\vdots \\ 
(x_n, x_1) \\ 
(x_n, x_n)
\end{array} \right|$$

is called the Gram matrix of vectors $x_1, \ldots, x_n$.

The determinant $\Gamma(x_1, \ldots, x_n) = \det G(x_1, \ldots, x_n)$ is called the Gram determinant of vectors $x_1, \ldots, x_n$.

**Theorem 1.** The following inequality

\begin{equation}
\Gamma(x_1, \ldots, x_n) \geq 0,
\end{equation}

holds with equality if and only if the vectors $x_1, \ldots, x_n$ are linearly dependent.

This inequality is called Gram's inequality.

**Proof.** If the vectors $x_1, \ldots, x_n$ are linearly dependent, then there exist scalars $\alpha_1, \ldots, \alpha_n$ not all zero, such that

\begin{equation}
\alpha_1 x_1 + \cdots + \alpha_n x_n = 0.
\end{equation}

Multiplying the above equation by $x_k$ ($k = 1, \ldots, n$), we get

\begin{equation}
\alpha_1 (x_1, x_k) + \cdots + \alpha_n (x_n, x_k) = 0 \quad (k = 1, \ldots, n).
\end{equation}

System (3) will have nontrivial solutions for $\alpha_i$ if $\Gamma(x_1, \ldots, x_n) = 0$. Therefore, if the vectors $x_1, \ldots, x_n$ are linearly dependent, then $\Gamma(x_1, \ldots, x_n) = 0$. Conversely, if $\Gamma(x_1, \ldots, x_n) = 0$, then the system (3) has nontrivial solutions for $\alpha_i$. Let us prove that the equality (2) holds for those values of $\alpha_i$.

System (3) can be written in the form

$$(\alpha_1 x_1 + \cdots + \alpha_n x_n, x_k) = 0 \quad (k = 1, \ldots, n).$$

Multiplying by $\alpha_k$ and adding, we get

$$\sum_{k=1}^{n} \alpha_k (x_1 x_1 + \cdots + \alpha_n x_n, x_k) = 0,$$

i.e.,

$$(\alpha_1 x_1 + \cdots + \alpha_n x_n, \alpha_1 x_1 + \cdots + \alpha_n x_n) = 0.$$

This implies the equality (2).

We have, therefore, proved that equality holds in (1) if and only if the vectors $x_1, \ldots, x_n$ are linearly dependent.
Let us now prove that $\Gamma(x_1, \ldots, x_n) > 0$ if the vectors $x_1, \ldots, x_n$ are linearly independent. Let

$$
(4) \quad y_r = \begin{vmatrix}
G(x_1, \ldots, x_{r-1}) & x_1 \\
\vdots & \vdots \\
(x_r, x_1) \cdots (x_r, x_{r-1}) & x_r
\end{vmatrix}.
$$

Then

$$
(5) \quad (y_r, x_s) = \begin{vmatrix}
G(x_1, \ldots, x_{r-1}) & (x_1, x_s) \\
\vdots & \vdots \\
(x_r, x_1) \cdots (x_r, x_{r-1}) & (x_r, x_s)
\end{vmatrix}.
$$

If $s < r$, then there are two identical columns in (4), and therefore $(y_r, x_s) = 0$.

Multiplying (4) by $y_r$ and taking into account that $(y_r, x_s) = 0$ ($s < r$), we get

$$
|y_r|^2 = \Gamma(x_1, \ldots, x_{r-1}) \overline{\Gamma(x_1, \ldots, x_r)}.
$$

Specifically, for $r = 2$,

$$
|y_2|^2 = \Gamma(x_1) \overline{\Gamma(x_1, x_2)},
$$

i.e.,

$$
\overline{\Gamma(x_1, x_2)} = \frac{|y_2|^2}{|x_1|^2}.
$$

Therefore $\overline{\Gamma(x_1, x_2)} > 0$, and so $\Gamma(x_1, x_2) > 0$. It can then easily be shown by induction that

$$
\Gamma(x_1, \ldots, x_n) > 0.
$$

In many books, in some or more detail, the Gram inequality is exposed. See, for instance, [1], pp. 345–357, or [2], pp. 176–187.

We give some special inequalities which involve Gram's determinant (see [1], pp. 382–383).

If $x_1, \ldots, x_n$ are vectors of a unitary space $X$, then, for $1 \leq k < n$,

$$
\Gamma(x_1, \ldots, x_n) \leq |x_1|^2 \cdots |x_n|^2;
$$

$$
\frac{\Gamma(x_1, \ldots, x_n)}{\Gamma(x_1, \ldots, x_k)} \leq \frac{\Gamma(x_{k+1}, \ldots, x_n)}{\Gamma(x_{k+1}, \ldots, x_k)} \leq \cdots \leq \Gamma(x_{k+1}, \ldots, x_n);
$$
\[ \Gamma(x_1, \ldots, x_n) \leq \Gamma(x_1, \ldots, x_h) \Gamma(x_{h+1}, \ldots, x_n); \]
\[
\begin{array}{c|c|c|c|c|c}
G(x_1, \ldots, x_n) & 1 & \vdots & 1 \\
& & & & & \\
1 & \cdots & 1 & 0 \\
\end{array}
\leq 0.
\]

The following inequality also holds for Gram’s determinant (see [2], pp. 184–185):

\[ \Gamma(x_1 + y_1, x_2, \ldots, x_n)^{1/2} \leq \Gamma(x_1, x_2, \ldots, x_n)^{1/2} + \Gamma(y_1, x_2, \ldots, x_n)^{1/2}. \]

If the vectors \( x_1, \ldots, x_n \) are elements of an arbitrary Hilbert space, then we have (see [3] and [4]):

**Theorem 2.** Given the vectors \( x_1, \ldots, x_n \) and a projection \( P \) with \( y_i = Px_i \) \((i = 1, \ldots, n)\), then

\[ \Gamma(x_1, \ldots, x_n) \geq \Gamma(y_1, \ldots, y_n), \]

with equality if and only if \( x_i = y_i \) \((i = 1, \ldots, n)\).

**Theorem 3.** Given the vectors \( x_1, \ldots, x_n \) and a projection \( P \) with \( y_i = Px_i \) \((i = 1, \ldots, n)\), then

\[ \frac{\Gamma(y_1, \ldots, y_{n-1})}{\Gamma(y_1, \ldots, y_n)}\geq\frac{\Gamma(x_1, \ldots, x_{n-1})}{\Gamma(x_1, \ldots, x_n)}, \]

where \( \Gamma(y_1, \ldots, y_n) \cdot \Gamma(x_1, \ldots, x_n) \neq 0 \).

Concerning other inequalities involving the Gram determinant, consult also the interesting paper [5] of F. T. Metcalf. This paper contains at the end a list of literature of 19 items.

An integral interpretation of (1) is given by

**Theorem 4.** Let \( f_1, \ldots, f_n \) be real and integrable functions on \([a, b]\). Then

\[
\begin{array}{c|c|c|c|c|c}
\int_a^b f_1(x)^2 \, dx & \int_a^b f_1(x) f_2(x) \, dx & \cdots & \int_a^b f_1(x) f_n(x) \, dx \\
\int_a^b f_2(x) f_1(x) \, dx & \int_a^b f_2(x)^2 \, dx & & \int_a^b f_2(x) f_n(x) \, dx \\
& \vdots & & \vdots \\
\int_a^b f_n(x) f_1(x) \, dx & \int_a^b f_n(x) f_2(x) \, dx & & \int_a^b f_n(x)^2 \, dx \\
\end{array}
\geq 0.
\]

For this inequality see, for example, the paper [6] of L. Tocchi.
2.7 Young’s Inequality

**Theorem 1.** Let \( f \) be a real-valued, continuous and strictly increasing function on \([0, c]\), with \( c > 0 \). If \( f(0) = 0 \), \( a \in [0, c] \) and \( b \in [0, f(c)] \), then

\[
\int_0^a f(x) \, dx + \int_0^b f^{-1}(x) \, dx \geq ab,
\]

where \( f^{-1} \) is the inverse function of \( f \).

Equality holds in (1) if and only if \( b = f(a) \).

Since this result is due to W. H. Young [1], (1) is called Young’s inequality.

**Proof.** We set

\[
g(a) = ab - \int_0^a f(x) \, dx,
\]

and consider \( b > 0 \) as a parameter. Since \( g'(a) = b - f(a) \), and \( f \) is strictly increasing, we have

\[
g'(a) > 0 \quad \text{for} \quad 0 < a < f^{-1}(b),
\]

\[
g'(a) = 0 \quad \text{for} \quad a = f^{-1}(b),
\]

\[
g'(a) < 0 \quad \text{for} \quad a > f^{-1}(b).
\]

Hence, \( g(a) \) is a maximum of \( g \) for \( a = f^{-1}(b) \). Therefore, we have

\[
g(a) \leq \max g(x) = g(f^{-1}(b)).
\]

Integrating by parts, we obtain

\[
g \left( f^{-1}(b) \right) = bf^{-1}(b) - \int_0^{f^{-1}(b)} f(x) \, dx = \int_0^{f^{-1}(b)} xf'(x) \, dx.
\]

Substituting \( y = f(x) \), the above integral becomes

\[
g \left( f^{-1}(b) \right) = \int_0^b f^{-1}(y) \, dy.
\]
Putting expressions (2) and (4) into (3), we get (1).

*Geometric interpretation.* The area of the curvilinear triangle $OAP$ is given by $\int_a^b f(x) \, dx$, and the area of the curvilinear triangle $ORB$ by $\int_0^b f^{-1}(x) \, dx$.

![Diagram showing geometric interpretation](image)

Figs. 3 and 4 affirm that inequality (1) is justified.

*Example 1.* The function $x \mapsto f(x) = x^{p-1}$ ($p > 1$) in each interval $(0, c)$ ($c > 0$) satisfies all the conditions assumed in Theorem 1. Applying (1), we get

$$\int_0^a x^{p-1} \, dx + \int_0^b \frac{1}{x} \, dx \geq ab, \quad \text{i.e.,} \quad \frac{1}{p} a^p + \frac{1}{p} b^{p-1} \geq ab.$$ 

The latter inequality is usually written in the form

$$(5) \quad \frac{1}{p} a^p + \frac{1}{q} b^q \geq ab, \quad \text{where} \quad a, b \geq 0; \quad p > 1; \quad \frac{1}{p} + \frac{1}{q} = 1.$$ 

*Remark 1.* Inequality (5) is, in fact, the inequality between the arithmetic and geometric weighted means (see 2.1.1 and 2.14.2). For another proof of this fundamental inequality consult paper [2] of F. Riesz.

*Example 2.* The function $x \mapsto \log(1 + x)$ also satisfies all the conditions imposed by Theorem 1. Applying (1) we get

$$\int_0^a \log(1 + x) \, dx + \int_0^b (e^x - 1) \, dx \geq ab,$$

i.e.,

$$(1 + a) \log(1 + a) - (1 + a) + (e^b - b) \geq ab \quad \text{with} \quad a, b \geq 0.$$ 

*Theorem 2.* Let $f$ and $g$ be positive functions, with $f'$ and $g'$ nonnegative and continuous on $[0, b]$. Let $f(0) = 0$. Then, for $0 < a \leq b$,

$$f(a) \ g(b) \leq \int_0^a g(x) \ f'(x) \, dx + \int_0^b f(x) \ g'(x) \, dx,$$

with equality if and only if $a = b$, or $a < b$ but $g$ constant on $(a, b)$.

*Hint for proof.* Integrate by parts the first integral on the right-hand side.
Remark 2. The above inequality is similar to Young's inequality, but more elementary.

Remark 3. The above result was communicated to us by P. R. Beesack.


**Theorem 3.** Let \( f_1, \ldots, f_n \) be continuous, nonnegative and strictly increasing functions, at least one of which is zero at \( x = 0 \). Then

\[
\prod_{k=1}^{n} f_k(t_k) \leq \sum_{k=1}^{n} \int_{0}^{t_k} \prod_{\rho \neq q}^{n} f_{\rho}(x) \, df_{q}(x),
\]

where \( t_k \geq 0 \) for \( k = 1, \ldots, n \), and where the integrals involved are Stieltjes'.

T. Takahashi [5] has proved the converse of Young's inequality. His result reads:

**Theorem 4.** If \( f \) and \( g \) are continuous and increasing functions such that \( f(0) = g(0) = 0, \) \( g^{-1}(x) \geq f(x) \) for all \( x \geq 0 \), and if for every \( a > 0 \) and \( b > 0 \) we have

\[
ab \leq \int_{0}^{a} f(x) \, dx + \int_{0}^{b} g(x) \, dx,
\]

then \( f \) and \( g \) are inverse.
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### 2.8 Hölder's Inequality

**Theorem 1.** If \( a_k \geq 0, b_k \geq 0 \) for \( k = 1, \ldots, n \), and \( \frac{1}{p} + \frac{1}{q} = 1 \) with \( p > 1 \), then

\[
\left( \sum_{k=1}^{n} a_k^p \right)^{1/p} \left( \sum_{k=1}^{n} b_k^q \right)^{1/q} \geq \sum_{k=1}^{n} a_k b_k.
\]
with equality holding if and only if \( \alpha a_k^p = \beta b_k^q \) for \( k = 1, \ldots, n \), where \( \alpha \) and \( \beta \) are real nonnegative constants with \( \alpha^2 + \beta^2 > 0 \).

This inequality is called Hölder's inequality (see [1]).

**Proof.** If \( \sum_{k=1}^{n} a_k^p = 0 \) or \( \sum_{k=1}^{n} b_k^q = 0 \), then equality holds in (1). Assume now that \( \sum_{k=1}^{n} a_k^p > 0 \) and \( \sum_{k=1}^{n} b_k^q > 0 \). Putting

\[
(2) \quad a = a_v \left( \sum_{k=1}^{n} a_k^p \right)^{-1/p}, \quad b = b_v \left( \sum_{k=1}^{n} b_k^q \right)^{-1/q}
\]

into inequality

\[
(3) \quad \frac{1}{p} a^p + \frac{1}{q} b^q \geq ab \quad \left( \frac{1}{p} + \frac{1}{q} = 1, \ p > 1 \text{ and } a, b \geq 0 \right),
\]

we get

\[
\frac{1}{p} \frac{a_v}{\sum_{k=1}^{n} a_k^p} + \frac{1}{q} \frac{b_v}{\sum_{k=1}^{n} b_k^q} \geq \frac{a_v \cdot b_v}{\left( \sum_{k=1}^{n} a_k^p \right)^{1/p} \left( \sum_{k=1}^{n} b_k^q \right)^{1/q}}.
\]

Adding together these inequalities for \( v = 1, \ldots, n \), we have

\[
\frac{1}{p} + \frac{1}{q} \geq \frac{\sum_{k=1}^{n} a_k b_k}{\left( \sum_{k=1}^{n} a_k^p \right)^{1/p} \left( \sum_{k=1}^{n} b_k^q \right)^{1/q}}.
\]

This inequality is equivalent to (1) since \( \frac{1}{p} + \frac{1}{q} = 1 \).

Since equality holds in (3) if and only if \( a^p = b^q \), we conclude, in virtue of (2), that there is equality in (1) if and only if \( \left( \sum_{k=1}^{n} a_k^p \right)^{-1} a_k^p = \left( \sum_{k=1}^{n} b_k^q \right)^{-1} b_k^q \) for \( k = 1, \ldots, n \), i.e., if and only if \( \alpha a_k^p = \beta b_k^q \) for \( k = 1, \ldots, n \).

**Theorem 2.** If \( a_k > 0 \) and \( b_k > 0 \) for \( k = 1, \ldots, n \), and \( \frac{1}{p} + \frac{1}{q} = 1 \) with \( p < 0 \) or \( q < 0 \), then

\[
(4) \quad \left( \sum_{k=1}^{n} a_k^p \right)^{\frac{1}{p}} \left( \sum_{k=1}^{n} b_k^q \right)^{\frac{1}{q}} \leq \sum_{k=1}^{n} a_k b_k,
\]

with equality if and only if \( \alpha a_k^p = \beta b_k^q \) for \( k = 1, \ldots, n \), where \( \alpha \) and \( \beta \) are real nonnegative constants with \( \alpha^2 + \beta^2 > 0 \).
Proof. Assume that \( p < 0 \), and put \( P = -p/q, Q = 1/q \). Then \( 1/P + 1/Q = 1 \) with \( P > 0 \) and \( Q > 0 \). Therefore, according to (1), we have
\[
\left( \sum_{k=1}^{n} A_k^P \right)^{\frac{1}{P}} \left( \sum_{k=1}^{n} B_k^Q \right)^{\frac{1}{Q}} \geq \sum_{k=1}^{n} A_k B_k,
\]
where \( A_k > 0 \) and \( B_k > 0 \) for \( k = 1, \ldots, n \).

The last inequality for \( A_k = a_k^{-q} \) and \( B_k = a_k^q b_k^q \) becomes (4).

J. L. W. V. Jensen [2] proved the following generalization of Hölder’s inequality:

**Theorem 3.** Let \( a_{ij} (i = 1, \ldots, n; j = 1, \ldots, m) \) be positive numbers and let \( \alpha_1, \ldots, \alpha_m \) be positive numbers such that \( \frac{1}{\alpha_1} + \cdots + \frac{1}{\alpha_m} \geq 1 \). Then
\[
\sum_{i=1}^{n} a_{i1} \cdots a_{im} \leq \left( \sum_{i=1}^{n} a_{i1}^{\alpha_1} \right)^{\frac{1}{\alpha_1}} \cdots \left( \sum_{i=1}^{n} a_{im}^{\alpha_m} \right)^{\frac{1}{\alpha_m}}.
\]

The proof of the above theorem will be given in 2.14.2.

E. F. Beckenbach [3] gave the following generalization of Hölder’s inequality:

**Theorem 4.** Let \( c = (c_1, \ldots, c_m) \) and \( k = (k_1, \ldots, k_n) \) be positive vectors such that \( 0 < m < n \), and \( p \) and \( q \) be real numbers such that \( \frac{1}{p} + \frac{1}{q} = 1 \). Then, for positive numbers \( x_{m+1}, x_{m+2}, \ldots, x_n \) and for \( p > 1 \),
\[
\sum_{i=1}^{m} c_i^p + \sum_{i=m+1}^{n} x_i^p \left( \sum_{i=1}^{m} c_i^{p} + \sum_{i=m+1}^{n} x_i^{p} \right)^{\frac{1}{p}} \geq \sum_{i=1}^{m} c_i^{q} k_i + \sum_{i=m+1}^{n} x_i^{q} k_i
\]
where
\[
\bar{c}_i = \left( \frac{\sum_{j=1}^{m} c_j^p}{\sum_{j=1}^{m} c_j^{p}} k_i \right)^{\frac{q}{p}} \quad (i = m + 1, \ldots, n).
\]

Equality holds in (5) if and only if
\[
x_i = \bar{c}_i \quad (i = m + 1, \ldots, n).
\]

Inequality is reversed in (5) if \( p < 1 \) and \( p \neq 0 \), with equality holding if and only if condition (6) is fulfilled.

For \( m = 1 \), from this theorem we get Hölder’s inequality.

For some other results analogous to the above, consult also the interesting paper [4] of E. F. Beckenbach.
In all the above theorems we have assumed that \( \frac{1}{p} + \frac{1}{q} = 1 \). In the case where \( \frac{1}{p} + \frac{1}{q} < 1 \), D. E. Daykin and C. J. Eliezer [5] proved some inequalities analogous to Hölder’s inequality which they have formulated in

**Theorem 5.** 1° If \( a_k > 0 \) and \( b_k > 0 \) for \( k = 1, \ldots, n \) and \( \frac{1}{p} + \frac{1}{q} < 1 \), then

\[
2 \left( \sum_{k=1}^{n} a_k b_k \right)^{\frac{1}{p} + \frac{1}{q}} \leq \left( \sum_{k=1}^{n} a_k^p \right)^{\frac{1}{p}} \left( \sum_{k=1}^{n} b_k^q \right)^{\frac{1}{q}} + \left( \sum_{k=1}^{n} a_k^{2-p} b_k^2 \right)^{\frac{1}{p}} \left( \sum_{k=1}^{n} a_k^2 b_k^{2-q} \right)^{\frac{1}{q}}.
\]

2° If \( a_k < 1, b_k < 1 \) for \( k = 1, \ldots, n \), or if \( P = \prod_{i,j=1}^{n} (a_i a_j b_i b_j)^{a_i a_j b_i b_j} < 1 \) and \( \frac{1}{p} + \frac{1}{q} < 1 \), then

\[
\left( \sum_{k=1}^{n} a_k b_k \right)^{\frac{1}{p} + \frac{1}{q}} \leq \left( \sum_{k=1}^{n} a_k^{2-p} b_k^2 \right)^{\frac{1}{p}} \left( \sum_{k=1}^{n} a_k^2 b_k^{2-q} \right)^{\frac{1}{q}}.
\]

3° If \( a_k > 1, b_k > 1 \) for \( k = 1, \ldots, n \), or if \( P > 1 \) (\( P \) is defined as in 2°) and \( \frac{1}{p} + \frac{1}{q} < 1 \), then

\[
\left( \sum_{k=1}^{n} a_k b_k \right)^{\frac{1}{p} + \frac{1}{q}} \leq \left( \sum_{k=1}^{n} a_k^p \right)^{\frac{1}{p}} \left( \sum_{k=1}^{n} b_k^q \right)^{\frac{1}{q}}.
\]

For complex numbers we have:

**Theorem 6.** If \( a = (a_1, \ldots, a_n) \) and \( b = (b_1, \ldots, b_n) \) are complex vectors and \( 1 < p < +\infty \), \( \frac{1}{p} + \frac{1}{q} = 1 \), then

\[
(7) \quad \left| \sum_{k=1}^{n} a_k b_k \right| \leq \left( \sum_{k=1}^{n} |a_k|^p \right)^{\frac{1}{p}} \left( \sum_{k=1}^{n} |b_k|^q \right)^{\frac{1}{q}},
\]

with equality if and only if the sequences \( (|a_k|^p) \) and \( (|b_k|^q) \) for \( k = 1, \ldots, n \) are proportional, and \( \arg a_k b_k \) is independent of \( k \).

The conditions of equality in (7) can be obtained using, for instance, the three lines theorem (see 1.4.5). This can be found, for example, in Thesis of G. O. Thorin [6].

Let us now quote an integral analogue of Hölder’s inequality (1).
Theorem 7. Let \( p > 1 \) and \( \frac{1}{p} + \frac{1}{q} = 1 \). If \( f \) and \( g \) are real functions defined on \([a, b]\) and if \( |f|^p \) and \( |g|^q \) are integrable functions on \([a, b]\), then

\[
\int_a^b |f(x)g(x)| \, dx \leq \left( \int_a^b |f(x)|^p \, dx \right)^{\frac{1}{p}} \left( \int_a^b |g(x)|^q \, dx \right)^{\frac{1}{q}}
\]

with equality holding if and only if \( A |f(x)|^p = B |g(x)|^q \) almost everywhere, where \( A \) and \( B \) are constants.

Notice that W. N. Everitt [7] obtained some interesting results related to the integral form of Hölder's inequality. We shall quote one of these results.

Theorem 8. Let \( p > 1 \), \( \frac{1}{p} + \frac{1}{q} = 1 \). Let \( E \) and \( E' \) with \( E' \subset E \) be Lebesgue-measurable linear sets. If \( f_1 \) and \( f_2 \) are complex measurable functions such that \( f_1 \in L^p(E) \), \( f_2 \in L^q(E) \), define the function \( H \) by

\[
H(E) = \left( \int_E |f_1(x)|^p \, dx \right)^{\frac{1}{p}} \left( \int_E |f_2(x)|^q \, dx \right)^{\frac{1}{q}} - \int_E f_1(x)f_2(x) \, dx.
\]

Then

\[
0 \leq H(E - E') \leq H(E) - H(E').
\]

Finally, we note the following:

From (1), for \( p = \frac{r-t}{r-s}, \quad q = \frac{r-t}{s-t} \quad (r > s > t > 0), \quad a_k^p = \phi_k x_k^t, \quad b_k^q = \phi_k x_k^r \quad (\phi_k \geq 0, x_k \geq 0 \text{ for } k = 1, \ldots, n), \) follows

\[
\left( \sum_{k=1}^n \phi_k x_k^t \right)^{r-t} \leq \left( \sum_{k=1}^n \phi_k x_k^r \right)^{r-s} \left( \sum_{k=1}^n \phi_k x_k^t \right)^{s-t}.
\]

This is called Lyapunov's inequality.
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2.9 Minkowski’s and Related Inequalities

Theorem 1. If \( a_k \geq 0 \) and \( b_k \geq 0 \), for \( k = 1, \ldots, n \), and \( p > 1 \), then

\[
\left( \sum_{k=1}^{n} (a_k + b_k)^p \right)^{1/p} \leq \left( \sum_{k=1}^{n} a_k^p \right)^{1/p} + \left( \sum_{k=1}^{n} b_k^p \right)^{1/p},
\]

with equality holding if and only if the sequences \( a = (a_1, \ldots, a_n) \) and \( b = (b_1, \ldots, b_n) \) are proportional.

This inequality carries the name of H. Minkowski.

Proof. We start with the identity

\[
(a_k + b_k)^p = a_k(a_k + b_k)^{p-1} + b_k(a_k + b_k)^{p-1}.
\]

Summing over \( k = 1, \ldots, n \), we get

\[
\sum_{k=1}^{n} (a_k + b_k)^p = \sum_{k=1}^{n} a_k(a_k + b_k)^{p-1} + \sum_{k=1}^{n} b_k(a_k + b_k)^{p-1}.
\]

By Hölder’s inequality, for \( \frac{1}{p} + \frac{1}{q} = 1 \) and \( p > 1 \), we have

\[
\sum_{k=1}^{n} a_k(a_k + b_k)^{p-1} \leq \left( \sum_{k=1}^{n} a_k^p \right)^{1/p} \left( \sum_{k=1}^{n} (a_k + b_k)^{q(p-1)} \right)^{1/q},
\]

\[
\sum_{k=1}^{n} b_k(a_k + b_k)^{p-1} \leq \left( \sum_{k=1}^{n} b_k^p \right)^{1/p} \left( \sum_{k=1}^{n} (a_k + b_k)^{q(p-1)} \right)^{1/q}.
\]

Using \( q(p-1) = p \) and adding the last two relations, we obtain

\[
\sum_{k=1}^{n} (a_k + b_k)^p \leq \left( \left( \sum_{k=1}^{n} a_k^p \right)^{1/p} + \left( \sum_{k=1}^{n} b_k^p \right)^{1/p} \right) \left( \sum_{k=1}^{n} (a_k + b_k)^{p} \right)^{1/q}.
\]

Dividing both sides of the above inequality by \( \left( \sum_{k=1}^{n} (a_k + b_k)^p \right)^{1/q} \), we get (1).

D. E. Daykin and C. J. Eliezer [1], as a consequence of a more general result, proved a number of inequalities contained in

Theorem 2. Let \( a_k \geq 0 \), \( b_k \geq 0 \) for \( k = 1, \ldots, n \). If \( p > 1 \), then

\[
\left( \sum_{k=1}^{n} a_k^p \right)^{1/p} + \left( \sum_{k=1}^{n} b_k^p \right)^{1/p} \geq \left( \sum_{k=1}^{n} (a_k + b_k)^p \right)^{1/p},
\]

and

\[
\left( \sum_{k=1}^{n} a_k^{1/p} \right)^p + \left( \sum_{k=1}^{n} b_k^{1/p} \right)^p \leq \left( \sum_{k=1}^{n} (a_k + b_k)^{1/p} \right)^p.
\]

For \( 0 < p < 1 \), we have the converse inequalities in (3) and (4).
If $a_k > 0$ and $b_k > 0$, for $k = 1, \ldots, n$, and $\rho < 0$, then (3) holds with the sense of inequality changed.

(3) is, in fact, the MINKOWSKI inequality. The case $0 < \rho < 1$ concerning this inequality is also considered in §22 of the book [2] of E. F. BECKENBACH and R. BELLMAN.

For complex sequences the MINKOWSKI inequality reads:

**Theorem 3.** If $a = (a_1, \ldots, a_n)$ and $b = (b_1, \ldots, b_n)$ are complex sequences, and if $\rho > 1$, then

\[
\left( \sum_{k=1}^{n} |a_k|^\rho \right)^{1/\rho} + \left( \sum_{k=1}^{n} |b_k|^\rho \right)^{1/\rho}.
\]

Consider the set function $M_\rho$ defined by

\[
M_\rho(a, b; I) = \left( \left( \sum_{k \in I} |a_k|^\rho \right)^{1/\rho} + \left( \sum_{k \in I} |b_k|^\rho \right)^{1/\rho} \right)^\rho - \sum_{k \in I} |a_k + b_k|^\rho,
\]

where $I$ is an arbitrary nonempty finite subset of the set of positive integers and $a_k$ and $b_k$ for $k \in I$ denote complex numbers.

H. W. McLAUGHLIN and F. T. METCALF [3] proved the following result involving $M_\rho$:

**Theorem 4.** Let $I$ and $J$ denote nonempty disjoint finite sets of distinct positive integers. Suppose that $(a_k)$ and $(b_k)$, with $k \in I \cup J$, are sequences of complex numbers. If $\rho > 1$ or $\rho < 0$ (in the second case it will be assumed that $a_k$, $b_k$ and $a_k + b_k$ are nonzero), then

(5)

\[
M_\rho(a, b; I \cup J) \geq M_\rho(a, b; I) + M_\rho(a, b; J),
\]

where equality holds if and only if the ordered pairs

\[
\left( \sum_{k \in I} |a_k|^\rho, \sum_{k \in I} |b_k|^\rho \right) \quad \text{and} \quad \left( \sum_{k \in J} |a_k|^\rho, \sum_{k \in J} |b_k|^\rho \right)
\]

are proportional. If $0 < \rho < 1$, then the sense of this inequality reverses, while the necessary and sufficient condition for equality remains unchanged. If $\rho = 1$, then equality always holds in (5).

The above result, in fact, extends inequality (1) of MINKOWSKI.

Replacing $M_\rho$ by the following function of the index set $I$

\[
\frac{\left( \sum_{k \in I} |a_k + b_k|^\rho \right)^{1/\rho}}{\left( \sum_{k \in I} |a_k|^\rho \right)^{1/\rho} + \left( \sum_{k \in I} |b_k|^\rho \right)^{1/\rho}},
\]

similar results were obtained in [3].

The following result of H. P. MULHOLLAND [4] presents also a generalization of MINKOWSKI's inequality (1).

**Theorem 5.** Let the function $f$ for $x \geq 0$ be increasing and convex with $f(0) = 0$. Furthermore, let the function $F$, defined by $F(t) = \log f(e^t)$, be
convex for all real \( t \). Then for the sequences of nonnegative numbers \( a_1, \ldots, a_n \) and \( b_1, \ldots, b_n \),

\[
   t^{-1} \left( \sum_{k=1}^{n} f(a_k) + b_k \right) \leq t^{-1} \left( \sum_{k=1}^{n} f(a_k) \right) + t^{-1} \left( \sum_{k=1}^{n} f(b_k) \right).
\]

In the same paper there are other inequalities which are connected with Minkowski’s inequality (1).

An integral analogue to inequality (1) is given by

**Theorem 6.** Let \( f \) and \( g \) be real-valued functions defined on \([a, b]\) such that the functions \( x \mapsto |f(x)|^p \) and \( x \mapsto |g(x)|^p \), for \( p > 1 \), are integrable on \([a, b]\). Then

\[
   \left( \int_{a}^{b} |f(x) + g(x)|^p \, dx \right)^{1/p} \leq \left( \int_{a}^{b} |f(x)|^p \, dx \right)^{1/p} + \left( \int_{a}^{b} |g(x)|^p \, dx \right)^{1/p}.
\]

Equality holds if and only if \( f(x) = 0 \) almost everywhere, or \( g(x) = \alpha f(x) \) almost everywhere with a constant \( \alpha \geq 0 \).

Concerning Theorem 6, see, for example, the book [5] of N. I. Ahieser, pp. 4—7.
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### 2.10 Inequalities of Aczél, Popoviciu, Kurepa and Bellman

**Theorem 1.** Let \( a = (a_1, \ldots, a_n) \) and \( b = (b_1, \ldots, b_n) \) be two sequences of real numbers, such that

\[
   b_1^2 - b_2^2 - \cdots - b_n^2 > 0, \text{ or } a_1^2 - a_2^2 - \cdots - a_n^2 > 0.
\]

Then

\[
   (a_1^2 - a_2^2 - \cdots - a_n^2) (b_1^2 - b_2^2 - \cdots - b_n^2) \leq (a_1 b_1 - a_2 b_2 - \cdots - a_n b_n)^2.
\]

(1)

with equality if and only if the sequences \( a \) and \( b \) are proportional.

This is Aczél’s inequality [1].
2. General Inequalities

**Proof.** First, we assume that $a$ and $b$ are not proportional, and let $b_1^2 - b_2^2 - \cdots - b_n^2 > 0$. We have

$$(2) \quad f(x) = (b_1^2 - b_2^2 - \cdots - b_n^2) x^2 - 2(a_1 b_2 - a_2 b_2 - \cdots - a_n b_n) x$$

$$+ (a_1^2 - a_2^2 - \cdots - a_n^2) = (b_1 x - a_1)^2 - (b_2 x - a_2)^2 - \cdots - (b_n x - a_n)^2.$$

Again, by the above hypotheses, we have $b_1 \neq 0$ and

$$f\left(\frac{a_1}{b_1}\right) = -\left(b_2 \frac{a_1}{b_1} - a_2\right)^2 - \cdots - \left(b_n \frac{a_1}{b_1} - a_n\right)^2 < 0.$$

Since $f(x) \to +\infty$ ($x \to +\infty$) and $f(x) \to +\infty$ ($x \to -\infty$), we conclude that the polynomial $f$ has two zeros belonging to the intervals $\left(-\infty, \frac{a_1}{b_1}\right)$ and $\left(\frac{a_1}{b_1}, +\infty\right)$.

Therefore, since the discriminant of the polynomial (2) must be positive, we obtain (1).

From (2) it follows that there is equality in (1) if and only if $a$ and $b$ are proportional.

Owing to the symmetry, the proof is the same if the condition $b_1^2 - b_2^2 - \cdots - b_n^2 > 0$ is replaced by $a_1^2 - a_2^2 - \cdots - a_n^2 > 0$.

The following generalization of (1) is due to T. Popoviciu [2]:

**Theorem 2.** If $a = (a_1, \ldots, a_n)$ and $b = (b_1, \ldots, b_n)$ are sequences of non-negative real numbers such that

$$(3) \quad a_1^p - a_2^p - \cdots - a_n^p > 0, \quad \text{or} \quad b_1^p - b_2^p - \cdots - b_n^p > 0,$$

then, for $p \geq 1$,

$$(a_1^p - a_2^p - \cdots - a_n^p) (b_1^p - b_2^p - \cdots - b_n^p) \leq (a_1 b_1 - a_2 b_2 - \cdots - a_n b_n)^p.$$

R. Bellman [3] proved the following result:

**Theorem 3.** If $a = (a_1, \ldots, a_n)$ and $b = (b_1, \ldots, b_n)$ are sequences of non-negative real numbers which satisfy (3), then, for $p > 1$,

$$\left(a_1^p - a_2^p - \cdots - a_n^p\right)^{1/p} + \left(b_1^p - b_2^p - \cdots - b_n^p\right)^{1/p} \leq \left((a_1 + b_1)^p - (a_2 + b_2)^p - \cdots - (a_n + b_n)^p\right)^{1/p}.$$

In the mentioned paper [2], T. Popoviciu gave simple proofs of Theorems 1, 2 and 3.

The following generalization of (1) is due to S. Kurepa [4]:

**Theorem 4.** Let $B$ be a Hermitian functional on a vector space $X$. Set

$$X_0 = \{x \in X \mid B(x, x) = 0\}, \quad K = \{x \in X \mid B(x, x) < 0\}$$

and for a given vector $z \in X$, $X^{(z)} = \{x \in X \mid B(x, z) = 0\}.
1° If \( e \in X \) is such that \( B(e, e) \neq 0 \), then \( X = L(e) \oplus X^{(e)} \) where \( \oplus \) denotes the direct sum of spaces \( X^{(e)} \) and \( L(e) \) is a subspace spanned by \( e \).

2° If the functional \( B \) is positive semidefinite on \( X^{(e)} \) for at least one \( e \in K \), then \( B \) is positive semidefinite on \( X^{(f)} \) for every \( f \in K \).

3° The functional \( B \) is positive semidefinite on \( X^{(e)} \) (\( e \in K \)) if and only if the inequality

\[
|B(x, y)|^2 \geq B(x, x) B(y, y)
\]

holds for every \( x \in K \) and all \( y \in X \). Equality holds in (4) if and only if there is a scalar \( a \) such that \( y - ax \in X_0 \cap X^{(e)} \).

For other generalizations, see also [5] and [6]. In [6] inequality (1) is generalized to a Hilbert space and it is obtained by the use of the complexification of a real Hilbert space.

Remark. H. Schwerdtfeger in Canad. Math. Bull. 1, 175—179 (1958) has obtained certain results on possible combinations of signs + and − which allow inequalities analogous to (1).
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2.11 Schweitzer’s, Diaz-Metcalf’s, Rennie’s and Related Inequalities

P. Schweitzer [1] proved the inequality

\[
\left( \frac{1}{n} \sum_{k=1}^{n} a_k \right) \left( \frac{1}{n} \sum_{k=1}^{n} \frac{1}{a_k} \right) \leq \frac{(M+m)^2}{4Mm},
\]

where \( 0 < m \leq a_k \leq M \) for \( k = 1, \ldots, n \).

In the same paper, P. Schweitzer has also shown that if functions \( x \mapsto f(x) \) and \( x \mapsto \frac{1}{f(x)} \) are integrable on \([a, b]\) and \( 0 < m \leq f(x) \leq M \) on \([a, b]\), then

\[
\int_{a}^{b} f(x) \, dx \int_{a}^{b} \frac{1}{f(x)} \, dx \leq \frac{(M+m)^2}{4Mm} (b-a)^2.
\]
G. Pólya and G. Szegő [2] proved that

\[
\left( \sum_{k=1}^{n} a_k^2 \right) \left( \sum_{k=1}^{n} b_k^2 \right) \leq \left( \frac{M_1 M_2}{m_1 m_2} + \frac{m_1 m_2}{M_1 M_2} \right)^2,
\]

where

\[
0 < m_1 \leq a_k \leq M_1, \quad 0 < m_2 \leq b_k \leq M_2 \quad \text{for} \quad k = 1, \ldots, n.
\]

Inequality (3) reduces to equality if and only if the numbers

\[
K = \frac{M_1}{M_1 + \frac{M_2}{m_2}} n, \quad L = \frac{M_2}{M_1 + \frac{M_2}{m_2}} n
\]

are positive integers and if \( K \) of the numbers \( a_1, \ldots, a_n \) are equal to \( m_1 \) and \( L \) of these numbers equal to \( M_1 \), and if the corresponding numbers \( b_k \) are equal to \( M_2 \) and \( m_2 \) respectively.

L. B. Kantorovich [3] proved that

\[
\left( \sum_{k=1}^{n} \gamma_k u_k^2 \right) \left( \sum_{k=1}^{n} \frac{1}{\gamma_k} u_k^2 \right) \leq \frac{1}{4} \left( \frac{M}{m} + \frac{m}{M} \right)^2 \left( \sum_{k=1}^{n} u_k^2 \right)^2,
\]

where \( 0 < m \leq \gamma_k \leq M \) for \( k = 1, \ldots, n \), and he pointed out that inequality (5) is a particular case of (3).

W. Greub and W. Rheinboldt [4] proved that

\[
\left( \sum_{k=1}^{n} a_k^2 u_k^2 \right) \left( \sum_{k=1}^{n} b_k^2 u_k^2 \right) \leq \frac{(M_1 M_2 + m_1 m_2)^2}{4 m_1 m_2 M_1 M_2} \left( \sum_{k=1}^{n} a_k b_k u_k^2 \right)^2,
\]

where \( 0 < m_1 \leq a_k \leq M_1 \) and \( 0 < m_2 \leq b_k \leq M_2 \) for \( k = 1, \ldots, n \).

Remark 1. The integral analogues of (3), (5) and (6) are known and are similar to the analogue (2) of (1).

Remark 2. Inequalities (3), (5) and (6) can be deduced from (2). Indeed, putting in (2) \( a = 0, b = a_1 b_1 + \cdots + a_n b_n \) and

\[
f(x) = \frac{a_1}{b_1} \quad \text{for} \quad 0 \leq x < a_1 b_1 \quad \text{and} \quad f(x) = \frac{a_k}{b_k} \quad \text{for} \quad \sum_{r=1}^{k-1} a_r b_r \leq x < \sum_{r=1}^{k} a_r b_r \quad (k = 2, \ldots, n),
\]

where

\[
0 < m_1 \leq a_k \leq M_1 \quad \text{and} \quad 0 < m_2 \leq b_k \leq M_2 \quad \text{for} \quad k = 1, \ldots, n,
\]

we have

\[
m = \frac{m_1}{M_2} < \frac{a_k}{b_k} < \frac{M_1}{m_2} = M,
\]

and this reduces (2) to (3).

For \( a = 0, b = u_1^2 + \cdots + u_n^2 \) and

\[
f(x) = \gamma_1 \quad \text{for} \quad 0 \leq x < u_1^2 \quad \text{and} \quad f(x) = \gamma_k \quad \text{for} \quad \sum_{r=1}^{k-1} u_r^2 \leq x < \sum_{r=1}^{k} u_r^2 \quad (k = 2, \ldots, n),
\]
where
\[ 0 < m \leq \gamma_k \leq M \text{ for } k = 1, \ldots, n, \]
from (2) we obtain (5).

Finally, if we replace \( \gamma_k \) by \( a_k/b_k \) and \( u_k \) by \( \sqrt{a_k b_k} u_k \), where
\[ 0 < m_1 \leq a_k \leq M_1, \text{ and } 0 < m_2 \leq b_k \leq M_2 \text{ for } k = 1, \ldots, n, \]
we have
\[ m = \frac{m_1}{M_2} \leq \gamma_k \leq \frac{M_1}{m_2} = M, \]
and this reduces (5) to (6).

Applying the above procedure, E. MAKAI [5] in 1961 showed that the inequality of KANTOROVIC\v{c} can be deduced from (2). At the same time, P. HENRICI [6] also gave an easy derivation of (5) from (1).

Conversely, it is clear that (6) implies inequalities (1), (3) and (5).

The above simple results have evoked, in the recent time, a considerable interest, and many refinements, generalizations and inversions of cited inequalities, together with various applications, have been given. Concerning this, see, in particular, papers [7]–[24].

J. B. DIAZ and F. T. METCALF [14] proved

**Theorem 1.** If \( a_k (\neq 0) \) and \( b_k (k = 1, \ldots, n) \) are real numbers and if

\[ m \leq \frac{b_k}{a_k} \leq M \text{ for } k = 1, \ldots, n, \]

then

\[ \sum_{k=1}^{n} \frac{b_k^2}{a_k^2} + m M \sum_{k=1}^{n} a_k^2 \leq (M + m) \sum_{k=1}^{n} a_k b_k. \]

Equality holds in (8) if and only if in each of the \( n \) inequalities (7) at least one equality sign holds, i.e., either \( b_k = ma_k \) or \( b_k = Ma_k \) (where the equation may vary with \( k \)).

The proof of Theorem 1 is easy and elementary. Indeed, by virtue of (7), the inequality
\[ 0 \leq \left( \frac{b_k}{a_k} - m \right) \left( M - \frac{b_k}{a_k} \right) a_k^2 \]
is obvious. Summing up, we get

\[ 0 \leq \sum_{k=1}^{n} \left( b_k - ma_k \right) \left( Ma_k - b_k \right), \]

i.e.,
\[ 0 \leq - \sum_{k=1}^{n} \left[ b_k^2 - (M + m) a_k b_k + M ma_k^2 \right], \]

which is inequality (8).
In inequality (9), or equivalently, in inequality (8), equality holds if and only if each of the summands \((b_k - ma_k)(Ma_k - b_k)\) is equal to zero, which proves Theorem 1.

Inequalities (1), (3), (5) and (6) are contained in inequality (8) as special cases, as well as some other inequalities. Let us prove it for inequality (3).

Putting \(m = m_2/M_1, M = M_2/m_1\) in (8), we obtain

\[
\sum_{k=1}^{n} b_k^2 + \frac{m_2}{M_1} \sum_{k=1}^{n} a_k^2 \leq \left( \frac{M_2}{m_1} + \frac{m_2}{M_1} \right) \sum_{k=1}^{n} a_k b_k.
\]

Adding to the last inequality the following obvious inequality

\[
0 \leq \left[ \left( \sum_{k=1}^{n} b_k^2 \right)^{1/3} - \left( \frac{m_2}{M_1} \sum_{k=1}^{n} a_k^2 \right)^{1/3} \right]^2,
\]

we find

\[
0 \leq \frac{\left( \sum_{k=1}^{n} a_k^2 \right) \left( \sum_{k=1}^{n} b_k^2 \right)}{\left( \sum_{k=1}^{n} a_k b_k \right)^2} - 2 \left( \frac{m_2}{M_1} \sum_{k=1}^{n} a_k^2 \sum_{k=1}^{n} b_k^2 \right)^{1/2},
\]

i.e.,

\[
\frac{\left( \sum_{k=1}^{n} a_k^2 \right) \left( \sum_{k=1}^{n} b_k^2 \right)}{\left( \sum_{k=1}^{n} a_k b_k \right)^2} \leq \frac{1}{4} \frac{M_1 m_1 (M_1 M_2 + m_1 m_2)^2}{M_2 m_2 (M_1 m_1)^2}.
\]

Since

\[
\frac{1}{4} \left( \sqrt{\frac{M_1 M_2}{m_1 m_2}} + \sqrt{\frac{m_1 m_2}{M_1 M_2}} \right)^2 = \frac{1}{4} \frac{M_1 m_1 (M_1 M_2 + m_1 m_2)^2}{M_2 m_2 (M_1 m_1)^2},
\]

we have already proved that (3) is a consequence of (8).

Consider now \(M_n^r(a; \ p) = \left( \frac{\sum_{k=1}^{n} p_k a_k^r}{n} \right)^{1/r}\) with \(\sum_{k=1}^{n} p_k = 1\). W. Specht (see 2.14.3) proved that

\[
(10) \quad \frac{M_n^s(a; \ p)}{M_n^r(a; \ p)} \leq \left( \frac{r}{q^s - 1} \right)^{1/s-r} \left( \frac{q^s - 1}{s} \right)^{1/s-r} \left( \frac{q^s - q^r}{s - r} \right)^{1/s-r},
\]

where \(0 < m \leq a_k \leq M\) \((k = 1, \ldots, n)\), \(q = M/m\), \(s > r\) and \(sr \neq 0\). For \(s = 1\) and \(r = -1\) the above inequality is, in fact, (5).

A. J. Goldman [19] deduced inequality (10) from the following result:

If \(sr < 0\), then

\[
(11) \quad (M^s - m^s) M_n^r(a; \ p)^r - (M^r - m^r) M_n^s(a; \ p)^s \leq M^r m^r - M^s m^s.
\]

The opposite inequality holds for \(sr > 0\).

Inequality (11) was also proved by A. W. Marshall and I. Olkin [21], and B. C. Rennie [12].
For $s = 1$ and $r = -1$ inequality (11) yields the following inequality of B. C. Rennie [12]:

$$\sum_{k=1}^{n} \frac{\rho_k a_k}{a_k} + mM \sum_{k=1}^{n} \frac{\rho_k}{a_k} \leq m + M.$$ 

J. B. Diaz, A. J. Goldman and F. T. Metcalf [20] showed that the inequality which appears in Theorem 1 is equivalent to that of B. C. Rennie.

J. B. Diaz and F. T. Metcalf in [14] also proved the following two theorems:

**Theorem 2.** Let $a_k \neq 0$ and $b_k$ ($k = 1, \ldots, n$) be complex numbers such that

$$m \leq \text{Re} \frac{b_k}{a_k} + \text{Im} \frac{b_k}{a_k} \leq M,$$

(12)

$$m \leq \text{Re} \frac{b_k}{a_k} - \text{Im} \frac{b_k}{a_k} \leq M$$

(13)

for $k = 1, \ldots, n$. Then

$$\sum_{k=1}^{n} |b_k|^2 + mM \sum_{k=1}^{n} |a_k|^2 \leq (M + m) \text{Re} \sum_{k=1}^{n} a_k b_k \leq |M + m| \sum_{k=1}^{n} a_k b_k.$$

(14)

Equality holds on the left of (14) if and only if for each $k$ such that $\text{Im} (b_k/a_k) = 0$ one equality sign holds in (12) and one equality sign (necessarily the "opposite" one) holds in (13); while for each $k$ such that $\text{Im} (b_k/a_k) = 0$, at least one of the equality signs holds in (12) (or, what is the same in this case, in (13)).

**Theorem 3.** Let $f$ and $g$ be real-valued and square integrable functions on $[a, b]$. Assume that

$$m \leq \frac{g(x)}{f(x)} \leq M \quad \text{(with } f(x) \neq 0)$$

(15)

for almost every $x \in [a, b]$. Then

$$\int_{a}^{b} g(x)^2 \, dx + Mm \int_{a}^{b} f(x)^2 \, dx \leq (M + m) \int_{a}^{b} f(x) g(x) \, dx.$$

(16)

Equality holds in (16) if and only if, for almost every $x$ in $[a, b]$, at least one of the equality signs holds in (15), where the equality sign in question may vary with $x$.

Inequality (16) taken together with the obvious inequality

$$0 \leq \left[ \left( \int_{a}^{b} g(x)^2 \, dx \right)^{1/2} - \left( Mm \int_{a}^{b} f(x)^2 \, dx \right)^{1/2} \right]^2$$

...
gives some integral inequalities proved by G. Pólya, P. Schweitzer and J. Kürschak (see [2]).

Among some other results proved by J. B. Diaz and F. T. Metcalf we mention the following theorem which is more general than Theorem 1.

**Theorem 4.** Let the complex numbers \( a_k (\neq 0), b_k (k = 1, \ldots, n) \), \( m \) and \( M \) satisfy

\[
\text{Re} \ m + \text{Im} \ m \leq \text{Re} \ \frac{b_k}{a_k} + \text{Im} \ \frac{b_k}{a_k} \leq \text{Re} \ M + \text{Im} \ M,
\]

\[
\text{Re} \ m - \text{Im} \ m \leq \text{Re} \ \frac{b_k}{a_k} - \text{Im} \ \frac{b_k}{a_k} \leq \text{Re} \ M - \text{Im} \ M,
\]

for \( k = 1, \ldots, n \). Then

\[
\sum_{k=1}^{n} |b_k|^2 + (\text{Re} (m \overline{M})) \sum_{k=1}^{n} |a_k|^2 \leq \text{Re} \left( (M + m) \sum_{k=1}^{n} a_k \overline{b_k} \right) \leq |M + m| \left| \sum_{k=1}^{n} a_k \overline{b_k} \right|.
\]

Inequality (3) yields an upper bound of the following quotient

\[
\frac{(\sum_{k=1}^{n} a_k^2)(\sum_{k=1}^{n} b_k^2)}{(\sum_{k=1}^{n} a_k b_k)^2},
\]

while a lower bound is given by CAUCHY's inequality (see 2.6.1). Therefore, inequality (3) and its analogues are called in the literature inverse or complementary to the CAUCHY inequality.

There exist also the inverse inequalities of the other important inequalities. So, for instance, the GRÜSS inequality (see 2.13) is the inverse of ČEBYŠEV's inequality. We shall mention the inverse of HÖLDER's inequality, proved by J. B. Diaz, A. J. Goldman and F. T. Metcalf [20].

**Theorem 5.** Let functions \( x \mapsto f(x)^p \) and \( x \mapsto g(x)^q \) where \( \frac{1}{p} + \frac{1}{q} = 1 \) and \( p > 1 \) be positive and integrable on \([a, b]\) and let, on \([a, b]\),

\[
0 < m_1 \leq f(x) \leq M_1 < + \infty, \quad 0 < m_2 \leq g(x) \leq M_2 < + \infty.
\]

Then

\[
\left( \int_{a}^{b} f(x)^p \, dx \right)^{1/p} \left( \int_{a}^{b} g(x)^q \, dx \right)^{1/q} \leq C_p \int_{a}^{b} f(x) g(x) \, dx,
\]

where

\[
C_p = \frac{M_1^p M_2^q - m_1^p m_2^q}{(p m_1 M_1 (M_1 M_1^{-1} - m_1 m_1^{-1})^{1/p} (q m_1 M_1 (M_1 M_1^{-1} - m_1 m_1^{-1}))^{1/q}}.
\]
Z. Nehari [24] deduced many generalizations of the inequalities inverse to Hölder's inequality. We mention only the following:

**Theorem 6.** Let \( f_1, \ldots, f_n \) be real-valued nonnegative concave functions on a real interval \([a, b]\). If \( p_k > 0 \) for \( k = 1, \ldots, n \) and \( p_1^{-1} + \cdots + p_n^{-1} = 1 \), then

\[
\prod_{k=1}^{n} \left( \frac{b}{a} \int_a^b f_k(x)^{p_k} \, dx \right)^{p_k^{-1}} \leq C_n \int_a^b \left( \prod_{k=1}^{n} f_k(x) \right)^{dx},
\]

where

\[
C_n = \frac{(n + 1)!}{\left( \left( \frac{n}{2} \right)! \right)^2 \prod_{k=1}^{n} (p_k + 1)^{1/p_k}}.
\]

Equality holds if \( f_k(x) = x \) for \( \left( \frac{n}{2} \right) \) of the subscripts \( k \), and \( f_k(x) = 1 - x \) otherwise.

A number of papers had as their aim to extend the aforementioned inequalities in the Hilbert, Banach or other spaces. Concerning this, see, for example, paper [17].

**Remark 3.** In connection with the above topics, it is of interest to consult the review of papers [15], [16] and [17] by S. D. Chatterji published in Zentralblatt für Mathematik 135, 347 (1967).

**Remark 4.** Concerning paper [24], see also a review of J. V. Ryff in Math. Reviews 37, 289 (1969).

**Remark 5.** For some interesting generalizations of the Kantorovič inequality, see paper [25] of E. Beck.
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5 Mitrinović, Inequalities

2.12 An Inequality of Fan and Todd

In the book [1] of A. M. Ostrowski the following result is noted:

**Theorem 1.** Let \( a = (a_1, \ldots, a_n) \) and \( b = (b_1, \ldots, b_n) \) be two sequences, not proportional, of real numbers. Let \( x = (x_1, \ldots, x_n) \) be any sequence of real numbers for which the following holds

\[
\sum_{i=1}^{n} a_i x_i = 0, \quad \sum_{i=1}^{n} b_i x_i = 1.
\]
Then
\[ \sum_{i=1}^{n} x_i^2 \geq \frac{\sum_{i=1}^{n} a_i^2}{\left( \sum_{i=1}^{n} a_i^2 \right) \left( \sum_{i=1}^{n} b_i^2 \right) - \left( \sum_{i=1}^{n} a_i b_i \right)^2}, \]
with equality if and only if
\[ x_k = \frac{b_k \sum_{i=1}^{n} a_i - a_k \sum_{i=1}^{n} b_i}{\left( \sum_{i=1}^{n} a_i^2 \right) \left( \sum_{i=1}^{n} b_i^2 \right) - \left( \sum_{i=1}^{n} a_i b_i \right)^2} \quad \text{for} \quad k = 1, \ldots, n. \]

**Proof.** Let
\[ A = \sum_{i=1}^{n} a_i^2, \quad B = \sum_{i=1}^{n} b_i^2, \quad C = \sum_{i=1}^{n} a_i b_i \quad \text{and} \quad y_i = \frac{A b_i - C a_i}{A B - C^2}. \]

It can be verified that the sequence \( y_1, \ldots, y_n \) satisfies (1). Any sequence \( x_1, \ldots, x_n \) subject to (1) satisfies
\[ \sum_{i=1}^{n} x_i y_i = \frac{A}{A B - C^2}, \]
and, in particular, we have
\[ \sum_{i=1}^{n} y_i^2 = \frac{A}{A B - C^2}. \]

Hence, any sequence \( x_1, \ldots, x_n \) subject to (1) satisfies
\[ \sum_{i=1}^{n} x_i^2 - \sum_{i=1}^{n} y_i^2 = \sum_{i=1}^{n} (x_i - y_i)^2, \]
wherefrom follows
\[ \sum_{i=1}^{n} x_i^2 \geq \sum_{i=1}^{n} y_i^2 = \frac{A}{A B - C^2}, \]
which was to be proved.

From (5) it follows that equality holds in the above inequality if and only if \( x_i = y_i \) for \( i = 1, \ldots, n \), i.e., if and only if condition (3) is fulfilled.

**Remark 1.** The case of equality is not stated in the book [1].

K. Fan and J. Todd [2] proved:

**Theorem 2.** Let \( a = (a_1, \ldots, a_n) \) and \( b = (b_1, \ldots, b_n) \) \( (n \geq 2) \) be two sequences of real numbers such that \( a_i b_j = a_j b_i \) for \( i \neq j \).
Then
\[
\frac{\sum_{i=1}^{n} a_i^2}{\left(\sum_{i=1}^{n} a_i^2\right)\left(\sum_{i=1}^{n} b_i^2\right) - \left(\sum_{i=1}^{n} a_i b_i\right)^2} \leq \left(\frac{n}{2}\right)^{-2} \sum_{i=1}^{n} \left(\frac{a_j}{a_j b_i - a_i b_j}\right)^2.
\]

Proof. Let
\[
x_i = \left(\frac{n}{2}\right)^{-1} \sum_{j \neq i} a_j b_i - a_i b_j \quad \text{for} \quad 1 \leq i \leq n.
\]

In the double sum
\[
\sum_{i=1}^{n} a_i x_i = \left(\frac{n}{2}\right)^{-1} \sum_{i} \sum_{j \neq i} \frac{a_i a_j}{a_j b_i - a_i b_j}
\]
the \(n(n - 1)\) terms can be grouped in pairs of the form
\[
\left(\frac{n}{2}\right)^{-1} \left(\frac{a_i a_j}{a_j b_i - a_i b_j} + \frac{a_j a_i}{a_i b_j - a_j b_i}\right) \quad (i \neq j),
\]
and the sum of each such pair vanishes.

Hence, we deduce that \(\sum_{i=1}^{n} a_i x_i = 0\).

Similarly, we find that \(\sum_{i=1}^{n} b_i x_i = 1\).

According to Theorem 1, we derive
\[
\sum_{i=1}^{n} x_i^2 \geq \frac{\sum_{i=1}^{n} a_i^2}{\left(\sum_{i=1}^{n} a_i^2\right)\left(\sum_{i=1}^{n} b_i^2\right) - \left(\sum_{i=1}^{n} a_i b_i\right)^2},
\]
which was to be proved.

Remark 2. If \(a_i = \sin \alpha_i \) and \(b_i = \cos \alpha_i \) for \(i = 1, \ldots, n\), one obtains an inequality proved by J. B. Chassan [3] using arguments based on statistical considerations.

K. Fan and J. Todd in [2] also proved the following generalization of Theorem 2:

Theorem 3. Let \(p_{ij} (i, j = 1, \ldots, n; i \neq j)\) be real numbers such that
\[
p_{ij} = p_{ji}, \quad P_{ij} = \sum_{1 \leq i < j \leq n} p_{ij} = 0.
\]

Then for any two sequences of real numbers \(a_1, \ldots, a_n\) and \(b_1, \ldots, b_n\) satisfying \(a_i b_j = a_j b_i (i \neq j)\), we have
\[
\left(\sum_{i=1}^{n} a_i^2\right)\left(\sum_{i=1}^{n} b_i^2\right) - \left(\sum_{i=1}^{n} a_i b_i\right)^2 \leq \frac{1}{P_n} \sum_{i=1}^{n} \left(\sum_{j \neq i} p_{ij} a_j \right)^2.
\]
For complex numbers we have the corresponding result:

**Theorem 4.** Let $a = (a_1, \ldots, a_n)$ and $b = (b_1, \ldots, b_n)$ be two sequences of complex numbers which are not proportional. If for a complex sequence $x = (x_1, \ldots, x_n)$ the following conditions hold

$$
\sum_{i=1}^{n} a_i \overline{x_i} = 0 \quad \text{and} \quad \sum_{i=1}^{n} b_i \overline{x_i} = 1,
$$

then

$$
\sum_{i=1}^{n} |x_i|^2 \geq \sum_{i=1}^{n} |a_i|^2
$$

$$
\left( \sum_{i=1}^{n} |a_i|^2 \right) \left( \sum_{i=1}^{n} |b_i|^2 \right) - \sum_{i=1}^{n} a_i b_i \overline{a_i} \overline{b_i}.
$$

The following generalization of Theorem 2 is also due to K. Fan and J. Todd [2]:

**Theorem 5.** Let $m$ and $n$ be integers such that $2 \leq m \leq n$. Let

$$
x_i = (x_{i1}, \ldots, x_{in}) \quad \text{for} \quad 1 \leq i \leq m
$$

be $m$ vectors in the unitary space $X$ such that every $m \times m$ submatrix of the $m \times n$ matrix

$$
\begin{vmatrix}
x_{11} & x_{12} & \cdots & x_{1n} \\
x_{21} & x_{22} & \cdots & x_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
x_{m1} & x_{m2} & \cdots & x_{mn}
\end{vmatrix}
$$

is nonsingular.

Let $M(j_1, \ldots, j_{m-1})$ denote the determinant of order $m - 1$ formed by the first $m - 1$ rows of (6) and the columns of (6) with indices $j_1, \ldots, j_{m-1}$ taken in this order. Let $N(j_1, \ldots, j_m)$ denote the determinant of order $m$ formed by the columns of (6) with indices $j_1, \ldots, j_m$ taken in this order. Then

$$
\frac{\Gamma(x_1, \ldots, x_{m-1})}{\Gamma(x_1, \ldots, x_m)} \leq (\frac{n}{m})^2 \sum_{i=m=1}^{n} \left( \sum_{j_1 < \cdots < j_{m-1} < j_m} \frac{M(j_1, \ldots, j_{m-1})}{N(j_1, \ldots, j_m)} \right)^2,
$$

where $\Gamma$ is Gram's determinant.

The summation inside the absolute value sign of (7) sums over all $(m - 1)$-tuples $(j_1, \ldots, j_{m-1})$ of integers different from the fixed $j_m$ and such that $1 \leq j_1 < \cdots < j_{m-1} \leq n$.
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### 2.13 Grüss’ Inequality

Let \( f \) and \( g \) be two functions defined and integrable over \((a, b)\). Let

\[
\varphi \leq f(x) \leq \Phi, \quad \gamma \leq g(x) \leq \Gamma
\]

for all \( x \in (a, b) \), where \( \varphi, \Phi, \gamma, \Gamma \) are fixed real constants.

H. Grüss (see footnote in [1]) conjectured that

\[
\left| \frac{1}{b-a} \int_a^b f(x) g(x) \, dx - \frac{1}{(b-a)^2} \int_a^b f(x) \, dx \int_a^b g(x) \, dx \right| \leq \frac{1}{4} (\Phi - \varphi) (\Gamma - \gamma).
\]

G. Grüss [1] proved that (1) is true and that the constant \( 1/4 \) is the best possible.

We shall give a proof of (1). First, by making the substitution \( x = (t - a)/(b - a) \) the problem is reduced to the special case \( a = 0, b = 1 \). In that case we write

\[
F = \int_0^1 f(x) \, dx, \quad G = \int_0^1 g(x) \, dx,
\]

and

\[
D(f, g) = \int_0^1 f(x) g(x) \, dx - FG.
\]

Then (1) reads

\[
|D(f, g)| \leq \frac{1}{4} (\Phi - \varphi) (\Gamma - \gamma).
\]

Note that

\[
D(f, f) = \int_0^1 f(x)^2 \, dx - \left( \int_0^1 f(x) \, dx \right)^2 \geq 0
\]

holds by the Buniakowski-Schwarz inequality.

On the other hand,

\[
D(f, f) = (\Phi - F) (F - \varphi) - \int_0^1 [\Phi - f(x)] [f(x) - \varphi] \, dx,
\]

which implies that

\[
D(f, f) \leq (\Phi - F) (F - \varphi).
\]

One can easily verify that

\[
D(f, g) \leq \int_0^1 [f(x) - F] [g(x) - G] \, dx.
\]
Using the **Buniakowski-Schwarz** inequality, we get

\[ D(f, g)^2 \leq \int_0^1 [f(x) - F]^2 \, dx \, \int_0^1 [g(x) - G]^2 \, dx = D(f, f) \, D(g, g). \]

According to (3) and (4), we infer that

\[ D(f, g)^2 \leq (\Phi - F) (F - \varphi) (G - \Gamma) (G - \gamma). \tag{5} \]

Since

\[
4(\Phi - F) (F - \varphi) \leq (\Phi - \varphi)^2, \\
4(G - \Gamma) (G - \gamma) \leq (G - \gamma)^2,
\]

we conclude that (5) implies (2).

Taking \( f(x) = g(x) = \text{sgn}(2x - 1) \), the constant \( 1/4 \) in (2) is seen to be the best possible.

**Remark.** A. M. Ostrowski has given some interesting results which are connected with inequality (1). See Basel Math. Notes No. 23 and 24 (1968), and Aequationes Math. 2, 362–363 (1969).

Inequality (2) can be improved if we impose further restrictions on \( f \) and \( g \). Let \( \Delta_n^p f(x) \) be the \( n \)-th difference, i.e.,

\[ \Delta_n^p f(x) = \sum_{k=0}^n (-1)^{n-k} \binom{n}{k} f(x + kh). \]

A function \( f \), defined over \( (a, b) \), is said to be monotonic of order \( p \) if

\[ \Delta_n^p f(x) \geq 0, \quad \text{or} \quad \Delta_n^p f(x) \leq 0 \]

for all \( n = 1, \ldots, p \) and all \( x \in (a, b) \), \( h > 0 \), \( x + nh < b \). If \( f \) is monotonic of order \( p \) in \( (a, b) \) for all \( p = 1, 2, \ldots \), we say that it is absolutely monotonic in \( (a, b) \) ("'vollmonoton", "absolutely monotone").

S. Bernstein [2] proved that a function \( f \) monotonic of order \( p \geq 2 \) over \( (a, b) \) has continuous derivatives \( f'(x), \ldots, f^{(p-1)}(x) \) and \( f^{(p-1)}(x) \) has right and left derivatives for all \( x \in (a, b) \). Consequently, if \( f \) is absolutely monotonic in \( (a, b) \), then it has derivatives of all orders and

\[ f^{(n)}(x) \geq 0, \quad \text{or} \quad f^{(n)}(x) \leq 0 \]

for all \( n = 1, 2, \ldots \) and \( x \in (a, b) \).

If \( f \) and \( g \) are absolutely monotonic functions in \( (0, 1) \), G. Grüss [1] proved that

\[ D(f, f)^2 \leq \frac{4}{45} (\Phi - \varphi)^2, \tag{6} \]

and

\[ |D(f, g)| \leq \frac{4}{45} (\Phi - \varphi) (\Gamma - \gamma). \tag{7} \]
The constant $4/45$ in (6), and also in (7), is the best possible, as is seen by taking $f(x) = x^2$.

G. Grüss in his proof of (6) and (7) used the Bernstein polynomials. A simpler proof was given by E. Landau [3]. He derived (6) and (7) from the following proposition:

If $n$ is a positive integer and

$$A_r = \sum_{k=0}^{r} \binom{r}{k} p_k \quad \text{with} \quad p_k \geq 0 \ (r = 0, 1, \ldots, n),$$

then

$$\frac{1}{n} \sum_{r=0}^{n-1} A_r^2 - \frac{1}{n^2} \left( \sum_{r=0}^{n} A_r \right)^2 \leq \frac{4}{45} (A_n - A_0)^2.$$

E. Landau [4] proved that (6) and (7) hold if $f$ and $g$ are monotonic of order 4. Needless to say this is a nontrivial improvement of Grüss’ result. For functions monotonic of order $k = 1, 2, 3$ E. Landau proved

$$|D(f, g)| \leq \frac{1}{4} (\Phi - \varphi) (\Gamma - \gamma) \quad \text{for} \quad k = 1,$$

$$|D(f, g)| \leq \frac{1}{9} (\Phi - \varphi) (\Gamma - \gamma) \quad \text{for} \quad k = 2,$$

$$|D(f, g)| \leq \frac{9}{100} (\Phi - \varphi) (\Gamma - \gamma) \quad \text{for} \quad k = 3.$$  

G. H. Hardy [5] established an improvement of (7) for a more restrictive class of functions. Following his definition, we shall say that $f$ is totally monotonic on $(a, b)$, if

$$f(x) \geq 0, \quad f'(x) \leq 0, \quad f''(x) \geq 0, \quad f'''(x) \leq 0, \ldots$$

in $(a, b)$. We note that in this case $f(-x)$ is absolutely monotonic in $(-b, -a)$.

Hardy’s result is: If $f$ and $g$ are totally monotonic on $(0, + \infty)$ and $\varphi \leq f(x) \leq \Phi, \gamma \leq g(x) \leq \Gamma$ on $(0, a)$, then

$$|D(f, g)| \leq \frac{1}{12} (\Phi - \varphi) (\Gamma - \gamma),$$

where

$$D(f, g) = \frac{1}{a} \int_{0}^{a} f(x) g(x) \, dx - \frac{1}{a^2} \int_{0}^{a} f(x) \, dx \int_{0}^{a} g(x) \, dx.$$  

The constant $1/12$ is the best possible.

For example, we cannot apply (8) to $f(x) = (a - x)^2 \ (0 \leq x \leq a)$, since this function is not a restriction of a function totally monotonic on $(0, + \infty)$.

The estimates obtained so far for $|D(f, g)|$ involve only the bounds $\varphi, \Phi, \gamma, \Gamma$. There is another kind of estimate which include also $F$ and $G$, 

for instance (5). From a result of P. H. Fränk and G. Pick [6] the following theorem can be derived (cf. also [1]).

If \( f \) and \( g \) are positive convex functions in \((0, 1)\), then

\[
|D(f, g)| \leq \frac{1}{3} F \cdot G.
\]

Some other estimates can be derived from theorems proved by P. H. Fränk and G. Pick [6], and G. Pick and W. Blaschke [7].

Further estimates of this type were obtained by M. Biernacki, H. Pidek and C. Rydl-Nardzewski [8], and S. Fempl [9].

In addition, K. Knopp [10] has generalized Grüss' inequality to other means.

Grüss' inequality provides the bounds for the difference \( D(f, g) \). An analogous result for the ratio

\[
R(f, g) = \frac{\int_0^1 f(x) \, dx \int_0^1 g(x) \, dx}{\int_0^1 f(x) g(x) \, dx}
\]

was obtained by J. Karamata [11]. He, namely, proved that if \( f \) and \( g \) are integrable functions on \((0, 1)\) and if

\[
0 < a \leq f(x) \leq A \quad \text{and} \quad 0 < b \leq g(x) \leq B \quad \text{for} \quad 0 \leq x \leq 1,
\]

then

\[
\frac{1}{K^2} \leq R(f, g) \leq K^2, \quad \text{with} \quad K = \frac{\sqrt{ab} + \sqrt{AB}}{\sqrt{ab} + \sqrt{ab}} \geq 1.
\]

J. Karamata obtained this result as a consequence of a more general result for which A. Bilimović, as an addition to the same paper [11], gave a simple geometric proof.
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\[
\frac{1}{b - a} \int_a^b f(x) g(x) \, dx - \frac{1}{(b - a)^2} \int_a^b f(x) \, dx \int_a^b g(x) \, dx.
\]

2. General Inequalities


2.14 Means

2.14.1 Definitions

Arithmetic, geometric and harmonic means are only special cases of more general means which we shall define now.

Definition 1. For a sequence of positive numbers \( a = (a_1, \ldots, a_n) \) and positive weights \( \rho = (\rho_1, \ldots, \rho_n) \), the weighted mean of order \( r \) (\( r \) is an extended real number) is defined as

\[
M_n^{[r]}(a; \rho) = \left( \frac{\sum_{i=1}^{n} \rho_i a_i^r}{P_n} \right)^{1/r} \quad (r \neq 0, \ |r| < +\infty),
\]

\[
= \left( \prod_{i=1}^{n} a_i^{\rho_i} \right)^{1/P_n} \quad (r = 0),
\]

\[
= \min(a_1, \ldots, a_n) \quad (r = -\infty),
\]

\[
= \max(a_1, \ldots, a_n) \quad (r = +\infty),
\]

where \( P_n = \sum_{i=1}^{n} \rho_i \).

For \( r = -1 \) we obtain weighted harmonic, for \( r = 0 \) weighted geometric, and for \( r = 1 \) weighted arithmetic means.

The above defined mean is a continuous function with respect to \( r \) on the extended set of real numbers, since

\[
\lim_{r \to 0} M_n^{[r]}(a; \rho) = \left( \prod_{i=1}^{n} a_i^{\rho_i} \right)^{1/P_n},
\]

\[
\lim_{r \to -\infty} M_n^{[r]}(a; \rho) = \max(a_1, \ldots, a_n),
\]

\[
\lim_{r \to +\infty} M_n^{[r]}(a; \rho) = \min(a_1, \ldots, a_n).
\]

In applications normed means of order \( r \) are often considered instead of (1). Those are means of order \( r \) for numbers \( a_1, \ldots, a_n \) with weights \( \rho_1, \ldots, \rho_n \) such that \( \sum_{i=1}^{n} \rho_i = 1 \).
However, this is not an important limitation, since we can pass from ordinary weighted means to normed means by introducing new weights defined by

\[ q_i = \frac{p_i}{p_1 + \cdots + p_n} \quad (i = 1, \ldots, n). \]

Non-weighted means of order \( r \) (or simply: means of order \( r \)), i.e., those means for which \( p_1 = \cdots = p_n = 1 \), are of special interest. Therefore, as a special case of Definition 1, we have

**Definition 2.** Let \( a = (a_1, \ldots, a_n) \) be a finite sequence of positive numbers and let \( r \) be an extended real number. The mean of order \( r \) is defined by

\[
M_n^r(a) = \left( \frac{a_1^r + \cdots + a_n^r}{n} \right)^{1/r} \quad (r \neq 0, \ |r| < +\infty),
\]

\[ = (a_1 \cdots a_n)^{1/n} \quad (r = 0), \]

\[ = \min(a_1, \ldots, a_n) \quad (r = -\infty), \]

\[ = \max(a_1, \ldots, a_n) \quad (r = +\infty). \]

As can easily be seen, for \( r = -1 \) we obtain the harmonic mean, for \( r = 0 \) the geometric, and for \( r = 1 \) the arithmetic mean.

More general means than the ones defined by (1) are also considered in the literature. For example, there is the following definition:

**Definition 3.** Let \( f \) be a real-valued function, which is monotone on the closed interval \([\alpha, \beta]\). If \( a = (a_1, \ldots, a_n) \) is a sequence of real numbers from \([\alpha, \beta]\) and \( p = (p_1, \ldots, p_n) \) a sequence of positive numbers, the quasi-arithmetic non-symmetrical mean of numbers \( a_1, \ldots, a_n \) is defined by

\[
M_f(a; p) = f^{-1}\left( \frac{p_1 f(a_1) + \cdots + p_n f(a_n)}{p_1 + \cdots + p_n} \right),
\]

where \( f^{-1} \) is the inverse function of \( f \).

If \( p_1 = \cdots = p_n = 1 \), we obtain symmetric quasi-arithmetic means of the numbers \( a_1, \ldots, a_n \).

For \( f(x) = x^r \) we get from (3) weighted means of order \( r \).

For even more general means see [1].

The integral analogue of (1) is given by

**Definition 4.** Let \( f \) and \( p \) be defined, positive and integrable functions on the closed interval \([a, b]\). The weighted mean of order \( r \) of the function \( f \) on
\[ [a, b] \text{ with the weight } p \text{ is} \]

\[
M^{[r]}(f; p; a, b) = \left( \frac{\int_a^b p(x) f(x)^r \, dx}{\int_a^b p(x) \, dx} \right)^{1/r} \quad (r \neq 0, \ 0 < |r| < +\infty),
\]

\[
= \exp \frac{\int_a^b p(x) \log f(x) \, dx}{\int_a^b p(x) \, dx} \quad (r = 0),
\]

\[
= m \quad (r = -\infty),
\]

\[
= M \quad (r = +\infty),
\]

where \( m = \inf f(x) \) and \( M = \sup f(x) \) for \( x \in [a, b] \).

For \( p(x) = 1 \) we have the integral analogue of (2).

More general means of functions are defined in the literature in a way similar to Definition 3.
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2.14.2 Inequalities Involving Means

Inequalities which hold for the arithmetic, geometric and harmonic means considered above, are special cases of the inequality which appears in the following

**Theorem 1.** If \( a_1 = \ldots = a_n = a_0 \), then \( M^{[r]}(a; p) = a_0 \). Otherwise, \( M^{[r]}(a; p) \) is a strictly increasing function of \( r \), i.e., for \( -\infty \leq s < t \leq +\infty \) we have

\[
M^{[s]}(a; p) < M^{[t]}(a; p).
\]

**Proof.** Consider the functions \( f \) and \( F \) defined by

\[
f(t) = \left( \frac{p_1 a_1^t + \ldots + p_n a_n^t}{p_1 + \ldots + p_n} \right)^{1/t},
\]

and

\[
F(t) = \int_a^b f(t) \, dx = \int_a^b \frac{d}{dt} \left( \frac{\sum_{i=1}^n p_i a_i^t}{p_n} \right) \, dx = \frac{\sum_{i=1}^n p_i a_i^t \log a_i}{\sum_{i=1}^n p_i a_i^t} \left( p_n = \sum_{i=1}^n p_i \right).
\]
Since \( f(t) > 0 \), functions \( f' \) and \( F \) are of the same sign. Therefore, we should prove that \( F(t) > 0 \). Since
\[
F'(t) = \frac{t}{\left( \sum_{i=1}^{n} p_i a_i^t \right)^2} \left( \left( \sum_{i=1}^{n} p_i a_i^t \log a_i \right)^2 - \left( \sum_{i=1}^{n} p_i a_i^t \log^2 a_i \right)^2 \right),
\]
by Cauchy's inequality we conclude that \( F' \) has the same sign as \( t \). Therefore, \( F \) is an increasing function for \( t > 0 \), decreasing for \( t < 0 \), and has a minimum for \( t = 0 \). Functions \( F \) and \( f' \) are, thus, positive for all values of \( t \), except perhaps for \( t = 0 \). However, for \( t = 0 \),
\[
f'(0) = \left( \prod_{i=1}^{n} a_i^{p_i} \right)^{1/2} \frac{\sum_{i=1}^{n} p_i \sum_{i=1}^{n} p_i \log a_i^2 - \left( \sum_{i=1}^{n} p_i \log a_i \right)^2}{2 \sum_{i=1}^{n} p_i^2}
\]
and \( f'(0) = 0 \) only in the case when \( a_1 = \cdots = a_n \) (as the expression in the numerator of the above fraction is, according to Cauchy's inequality, always negative, except when the sequences \( \sqrt{p_i} \log a_i \) and \( P_i \) are proportional).

Remark. Theorem 1 was proved in 1858 by O. Schlämilch \[3\] for the case \( p_1 = \cdots = p_n \) whereas \( s \) and \( t \) are natural numbers, or belong to the set \( \{1/2, 1/3, \ldots \} \).

For \( p_1 = \cdots = p_n \) and arbitrary \( s \) and \( t \), this theorem was proved in 1888 by H. Simon \[4\].

For arbitrary \( p_1, \ldots, p_n \) Theorem 1 was formulated without proof by J. Bienaymé \[5\] in 1840. The first published proof is due to D. Besso \[6\].

The proof given here is a modification of the proof given by N. Norris \[7\] who used the above method for proving Theorem 1 for the case \( p_1 = \cdots = p_n \).

We give the following theorem without proof:

**Theorem 2. Inequality**

\[
M_f(a; p) \geq M_g(a; p)
\]

holds in an interval \( I \) containing the numbers \( a_1, \ldots, a_n \) if and only if:

1° \( f \) is strictly increasing and \( g \) strictly decreasing in \( I \),

2° \( f \) and \( g \) are strictly decreasing or strictly increasing in \( I \), and \( g/f \) is strictly increasing in the same interval.

In opposite cases inequality is reversed.

The proof of Theorem 2 can be found in the article \[8\] of R. Cooper (the theorem is proved there only for the case \( p_1 = \cdots = p_n \), but the proof holds in the more general case, also).

Finally, notice that starting with these results, the corresponding theorems for the means defined by \( (4) \) in 2.14.1 can be obtained without difficulty.

More on inequalities involving means may be found in the books \[1\] and \[2\].
Using Theorem 1 we shall now prove

**Theorem 3.** If \( \lambda_1 + \cdots + \lambda_n \geq 1 \) and \( \lambda_i > 0, A_{ji} > 0, \) then

\[
(2) \quad \sum_{i=1}^{m} A_{1i}^{\lambda_1} \cdots A_{ni}^{\lambda_n} \leq \left( \sum_{i=1}^{m} A_{1i}^{\lambda_1} \right) \cdots \left( \sum_{i=1}^{m} A_{ni}^{\lambda_n} \right).
\]

**Proof.** Let us prove this inequality for the case \( \lambda_1 + \cdots + \lambda_n = 1. \) Putting in (1)

\[
s = 0, \quad r = 1, \quad a_j = \frac{A_{ji}}{\sum_{i=1}^{m} A_{ji}}, \quad p_j = \lambda_j \quad (j = 1, \ldots, n),
\]

we get

\[
\left( \frac{A_{1v}}{\sum_{i=1}^{m} A_{1i}} \right)^{\lambda_1} \cdots \left( \frac{A_{nv}}{\sum_{i=1}^{m} A_{ni}} \right)^{\lambda_n} \leq \lambda_1 \frac{A_{1v}}{\sum_{i=1}^{m} A_{1i}} + \cdots + \lambda_n \frac{A_{nv}}{\sum_{i=1}^{m} A_{ni}} \quad (v = 1, \ldots, m).
\]

Adding the last inequalities, according to the condition \( \lambda_1 + \cdots + \lambda_n = 1, \) we get (2).

Suppose now that \( \lambda_1 + \cdots + \lambda_n = k > 1. \) Putting \( \lambda_i = k\lambda_i', \) where \( k > 1 \) and \( \lambda_1' + \cdots + \lambda_n' = 1 \) and \( A_{ji}' = A_{ji} \), we find that

\[
(3) \quad \sum_{i=1}^{m} A_{1i}^{\lambda_1'} \cdots A_{ni}^{\lambda_n'} = \sum_{i=1}^{m} A_{1i}^{\lambda_i} \cdots A_{ni}^{\lambda_i'} \leq \left( \sum_{i=1}^{m} A_{1i}^{\lambda_i} \right)^{1/k} \cdots \left( \sum_{i=1}^{m} A_{ni}^{\lambda_i} \right)^{1/k}.
\]

Since, for \( k > 1 \) and \( a_i > 0 (i = 1, \ldots, n), \) we have

\[
\frac{\sum_{i=1}^{n} a_i}{(\sum_{i=1}^{n} a_i')^{1/k}} = \frac{\sum_{i=1}^{n} a_j}{(\sum_{i=1}^{n} a_j')^{1/k}} = \sum_{j=1}^{n} \left( \frac{a_j}{\sum_{i=1}^{n} a_i} \right)^{1/k} \geq \sum_{j=1}^{n} \frac{a_j}{\sum_{i=1}^{n} a_i} = 1,
\]

inequality (2) follows from (3).

From Theorem 3 we obtain immediately Theorem 3 in 2.8.
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2.14.3 Ratios and Differences of Means

Let \( a = (a_1, \ldots, a_n) \) and \( q = (q_1, \ldots, q_n) \) be two sequences of positive numbers such that \( \sum_{i=1}^{n} q_i = 1 \). We shall consider the ratio and difference of two weighted means of order \( s \) and \( t \) \((-\infty < t < s < +\infty)\):

\[
Q_{s,t}(a; q) = \frac{M_n^{[s]}(a; q)}{M_n^{[t]}(a; q)},
\]

\[
D_{s,t}(a; q) = M_n^{[s]}(a; q) - M_n^{[t]}(a; q).
\]

According to Theorem 1 in 2.14.2 we have the following lower bounds

\[
1 \leq Q_{s,t}(a; q) \quad \text{and} \quad 0 \leq D_{s,t}(a; q).
\]

We shall consider the problem of finding upper bounds for (1) and (2). See 2.11 for the upper bound of (1) when \( s = 1, t = -1 \).

K. Knopp [1] has determined the upper bounds for (1) and (2) in the case \( t = 1, s > 1 \).

The problem of determining upper bounds for (1) for arbitrary \( s \) and \( t \), was first solved by W. Specht [2]. He obtained the following result:

**Theorem 1.** If \( 0 < m \leq a_i \leq M \) \((i = 1, \ldots, n)\) and \( t < s \), then the following inequality holds

\[
Q_{s,t}(a; q) \leq \Gamma_{s,t},
\]

where \( C = M/m \) and

\[
\Gamma_{s,t} = \left( \frac{t(C^s - C^t)}{(s - t)(C^s - 1)} \right)^{1/s} \left( \frac{s(C^t - C^s)}{(t - s)(C^s - 1)} \right)^{-1/t} \quad (st \neq 0)
\]

\[
= \left( \frac{C^{s/(C^s - 1)}}{e \log(C^{s/(C^s - 1)})} \right)^{1/s} \quad (t = 0)
\]

\[
= \left( \frac{C^{t/(C^t - 1)}}{e \log(C^{t/(C^t - 1)})} \right)^{-1/t} \quad (s = 0).
\]

G. T. Cargo and O. Shisha [3] have rediscovered this theorem. However, they also considered the equality case in (3), which was not done explicitly in [2]. Their result reads:
Let
\[ L = \frac{1}{s - t} \left( \frac{t}{C^t - 1} - \frac{s}{C^s - 1} \right) \quad (st \neq 0) \]
\[ = \frac{1}{t \log C} - \frac{1}{C^t - 1} \quad (t = 0) \]
\[ = \frac{1}{s \log C} - \frac{1}{C^s - 1} \quad (s = 0). \]

Equality in (3) for a point \((a_1, \ldots, a_n)\) holds if and only if there exists a subsequence \((k_1, \ldots, k_p)\) of \((1, \ldots, n)\) such that \(\sum_{i=1}^{p} q_{k_i} = L\), \(a_{k_i} = M\) \((i = 1, \ldots, p)\) and \(a_k = m\) for every \(k\) distinct from all \(k_i\).

The upper bound for ratio (1) was also discussed by E. F. Beckenbach [4].

Finally, let us mention the result due to O. Shisha and B. Mond [5] which refers to the upper bound of the difference (2).

**Theorem 2.** If \(0 < m \leq a_i \leq M\) \((i = 1, \ldots, n)\) and \(t < s\), then
\[ D_{s,t}(a; q) \leq \gamma_{s,t}, \]
where
\[ \gamma_{s,t} = (\theta M^s + (1 - \theta) m^s)^{1/s} - (\theta M^t + (1 - \theta) m^t)^{1/t} \quad (st \neq 0), \]
\[ \gamma_{s,0} = (\theta M^s + (1 - \theta) m^s)^{1/s} - M^s m^{1-\theta}, \]
\[ \gamma_{0,t} = M^s m^{1-\theta} - (\theta M^t + (1 - \theta) m^t)^{1/t}. \]
\(\theta\) is defined in the following way. Let
\[ h(x) = x^{1/s} - (ax + b)^{1/t} \quad (st \neq 0) \]
\[ = x^{1/s} - m \left( \frac{M}{m} \right)^{(s-m^s)/(M^s-m^s)} \quad (t = 0) \]
\[ = -x^{1/t} + m \left( \frac{M}{m} \right)^{(s-m^t)/(M^t-m^t)} \quad (s = 0), \]
where
\[ a = \frac{M^t - m^t}{M^s - m^s}, \quad b = \frac{M^s m^t - M^t m^s}{M^s - m^s}. \]

Let \(J\) denote the open interval joining \(m^s\) to \(M^s\) if \(s \neq 0\) and let \(J = (M^t, m^t)\) if \(s = 0\). There is an \(x' \in J\) such that \(h(x) < h(x')\) for every \(x \in J\) and \(x \neq x'\). We set
\[ \theta = \frac{x' - m^s}{M^s - m^s} \quad (s \neq 0) \quad \text{and} \quad \theta = \frac{x' - m^t}{M^t - m^t} \quad (s = 0). \]
Equality in (4) for a point \((a_1, \ldots, a_n)\) holds if and only if there exists a subsequence \((k_1, \ldots, k_p)\) of \((1, \ldots, n)\) such that \(\sum_{i=1}^{p} q_{k_i} = \Theta, \ a_{k_i} = M \) \((i = 1, \ldots, p)\) and \(a_k = m\) for every \(k\) distinct from all \(k_i\). Finally, if \(s \geq 1\), then \(x'\) is the unique solution of \(h'(x) = 0\) in \(J\).

For some interesting generalizations see the paper [6] of E. Beck.
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2.14.4 Refinement of the Arithmetic-Geometric Mean Inequality

First we cite some results which are associated with the inequality

\[(1) \quad A_n(a, p) - G_n(a, p) \geq 0.\]

We shall use the following notations:

\[\Delta_n(a, q) = A_n(a, q) - G_n(a, q),\]

\[S_n(a) = \sum_{1 \leq i < j \leq n} (a_i^{1/2} - a_j^{1/2})^2,\]

\[S_n(a, q) = \sum_{1 \leq i < j \leq n} q_i q_j (a_i^{1/2} - a_j^{1/2})^2,\]

where \(a = (a_1, \ldots, a_n)\) is a sequence of nonnegative real numbers and \(q = (q_1, \ldots, q_n)\) is a sequence of positive real numbers such that \(q_1 + \cdots + q_n = 1\).

H. Kober [1] has proved the following result:

**Theorem 1.** If not all of the numbers \(a_1, \ldots, a_n\) are equal, the following inequality holds

\[(2) \quad \frac{\min(q_1, \ldots, q_n)}{n - 1} \leq \frac{\Delta_n(a, q)}{S_n(a)} \leq \max(q_1, \ldots, q_n).\]

**Proof.** Without loss of generality, we can suppose that \(q_1 \leq \cdots \leq q_n\). Suppose first that \(q_1 < q_2\), and put

\[d_n = \Delta_n(a, q) - \frac{q_1}{n - 1} \sum_{1 \leq i < j \leq n} (a_i^{1/2} - a_j^{1/2})^2 = \Delta_n(a, q) - \frac{q_1}{n - 1} S_n(a).\]
Then
\[ d_n = \sum_{i=2}^{n} (q_i - q_1) a_i + \frac{2q_1}{n-1} \sum_{1 \leq i < j \leq n} (a_i a_j)^{1/2} - G_n(a, q). \]

Since
\[ \sum_{i=2}^{n} (q_i - q_1) + \frac{n(n-1)}{2} \cdot \frac{2q_1}{n-1} = 1, \]
applying the inequality between the weighted arithmetic and geometric means for the case when the sum of the weights is 1, we get \( d_n \geq 0 \), with equality if and only if
\[ a_2 = \ldots = a_n = (a_1 a_2)^{1/2} = \ldots = (a_{n-1} a_n)^{1/2}, \]
i.e., if and only if \( a_2 = \ldots = a_n = 0 \) and \( a_1 > 0 \).

Similarly we proceed in the case \( q_1 = q_2 < q_3 \), etc.

In this way the first inequality of (2) is proved.

Let us now prove the second inequality of (2). This proof is based on the fact that, for \( x_i \geq 0 \),
\[ (n - 2) \sum_{i=1}^{n} x_i + n (x_1 \cdots x_n)^{1/n} - 2 \sum_{1 \leq i < j \leq n} (x_i x_j)^{1/2} \geq 0, \]
with equality if and only if \( x_i = 0 \) and \( x_1 = \ldots = x_{i-1} = x_{i+1} = \cdots = x_n \).

For the proof of this inequality see 3.9.69.

Since
\[ S_n(a) = n A_n(a) - n G_n(a) \]
\[ + \left\{ (n - 2) \sum_{i=1}^{n} a_i + n (a_1 \cdots a_n)^{1/n} - 2 \sum_{1 \leq i < j \leq n} (a_i a_j)^{1/2} \right\}, \]
applying inequality (3) we see that the expression in curled brackets is always positive except in the case when one of the numbers \( a_1, \ldots, a_n \) is equal to zero, and all the others are equal. Therefore
\[ \frac{A_n(a, q)}{S_n(a)} < \frac{A_n(a, q)}{n D_n(a)}, \]
where \( D_n(a) = A_n(a) - G_n(a) \).

We have two cases:

1° \( q_1 = \ldots = q_n = 1/n \); then \( A_n(a, q) = D_n(a) \) and the second inequality of (2) is also proved.

2° Suppose that not all \( q_i \) are equal. Since
\[ D_n(a) - \frac{A_n(a, q)}{nq_n} = \frac{1}{nq_n} \sum_{i=1}^{n-1} (q_i - q_1) a_i + \frac{1}{nq_n} \prod_{i=1}^{n} a_i^{q_i} - \prod_{i=1}^{n} a_i^{q_i}, \]
applying the inequality between the arithmetic and geometric means we get
$$D_n(a) - \frac{\Delta_n(a, q)}{nq_n} \geq 0$$ and in this case the second inequality of (2) is proved.

Finally, if \( q_2 = \cdots = q_n > q_1 \), then
$$D_n(a) - \frac{\Delta_n(a, q)}{nq_n} = 0$$
if and only if \( x_1 = 0, x_2 = \cdots = x_n \), which together with inequality (3) completes the proof.

H. KOBER has proved that the upper bound in (2) is always reached.
P. H. DIANANDA [2] has, however, proved that this is not always the case with the lower bound.
P. H. DIANANDA has proved the following result:

**Theorem 2.** If not all the members of the sequence \( a \) are equal, the following inequalities hold:

$$\frac{1}{1 - \min(q_1, \ldots, q_n)} \leq \frac{\Delta_n(a, q)}{S_n(a, q)} \leq \frac{1}{\min(q_1, \ldots, q_n)}.$$  \hspace{1cm} (4)

Both bounds in (4) are always reached.

Let us finally mention a result proved by P. H. DIANANDA [3] which is a generalization of Theorem 2, namely,

**Theorem 3.** The following inequalities hold

$$\frac{\min\left(\frac{q_1}{q'_1}, \ldots, \frac{q_n}{q'_n}\right)}{1 - \min(q'_1, \ldots, q'_n)} \leq \frac{\Delta_n(a, q)}{S_n(a, q')} \leq \frac{\max\left(\frac{q_1}{q'_1}, \ldots, \frac{q_n}{q'_n}\right)}{\min(q'_1, \ldots, q'_n)},$$  \hspace{1cm} (5)

where \( q' = (q'_1, \ldots, q'_n) \) is a sequence of positive numbers such that \( q'_1 + \cdots + q'_n = 1 \).

Both bounds in (5) are always reached.

For other results which refer to inequalities of the type

$$\Delta_n(a, q) \geq \alpha \sum_{1 \leq i < j \leq n} \beta_{ij} (a_i^{1/2} - a_j^{1/2}),$$

where \( \alpha \) and \( \beta_{ij} \) are some rational functions of \( q_1, \ldots, q_n \), see article [4] of A. DINGHAS.

We shall now quote, without proof, some results which refine the inequality

$$\frac{A_n(a)}{G_n(a)} \geq 1.$$  \hspace{1cm} (6)
Let \( a = (a_1, \ldots, a_n) \) be a sequence of positive numbers. We shall use the following notation:

\[
\sigma = \sum_{1 \leq i < j \leq n} (a_i - a_j)^2, \\
\Delta = \prod_{1 \leq i < j \leq n} (a_i - a_j)^2, \\
P_n(t) = \frac{1}{n!} \prod_{k=0}^{n-2} \left( \frac{t + k}{n} \right)^{n-k-1}, \\
Q_n(t) = \prod_{k=1}^{n} \left( 1 + \frac{n-k}{t+k-1} \right).
\]

C. L. SIEGEL [5] has proved the following result:

**Theorem 4.** If \( n \geq 2 \) and \( \Delta \neq 0 \), then

\[
A_n(a) > G_n(a)Q_n(\mu),
\]

where \( \mu \) is the only positive root of the equation

\[
P_n(\mu) \Delta = G_n(a)^{n(n-1)}. \tag{8}
\]

Since \( Q_n(t) > 1 \) for all positive \( t \), inequality (7) is really a refinement of inequality (6).

Inequality (7) is at the same time a refinement of an inequality of I. SCHUR [6]:

\[
A_n(a)^{n(n-1)} > \Delta R_n(0), \tag{9}
\]

where

\[
R_n(t) = \prod_{k=1}^{n} \frac{(t + n - 1)^{n-1}}{k^k (t+k-1)^{k-1}}.
\]

Indeed, by eliminating \( G_n(a) \) from (7) and (8) we get

\[
A_n(a)^{n(n-1)} \geq \Delta R_n(\mu),
\]

which is sharper than (9) since \( R_n(t) \) is an increasing function with respect to \( t \).

The following result due to J. HUNTER [7] is in a way related to Theorem 4:

**Theorem 5.** Let \( \mu \) be the root of the equation

\[
\sigma = \mu^2 (n-1) (nA_n(a))^2,
\]

which belongs to the interval \((0, 1)\). Then, we have

\[
\left( \frac{A_n(a)}{G_n(a)} \right)^n \geq \frac{1}{(1 + \mu(n-1)) (1 - \mu)^{n-1}}.
\]
The results obtained by A. Dinghas [4] follow from above. In this paper inequalities involving elementary symmetric functions were also considered.

We notice that all the known proofs of the above results are rather complicated and it would therefore be of interest to find some simpler proofs.

Remark. Refinements of (6) analogous to Theorems 1 and 2 have been given by P. S. Bullen in Pacific J. Math. 15, 47—54 (1965).
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2.14.5 Some General Inequalities Involving Means

Let $I$ and $J$ denote finite nonempty sets of positive integers, let $N(I)$ be the number of elements of $I$, let $\emptyset$ denote the empty set, and let $I_p = \{1, \ldots, p\}$ ($p \geq 1$). Furthermore, let $a = (a_1, \ldots, a_n)$ ($n \geq 1$) be a sequence of real non-negative numbers.

We shall consider the mean of order $r$, which is formed from a subsequence of $a$, for the case $0 \leq r < +\infty$. Then

$$
M^{[r]}_I(a) = N(I)^{-1/r} \left( \sum_{i \in I} a_i \right)^{1/r} \quad (0 < r < +\infty),
$$

$$
M^{[0]}_I(a) = \left( \prod_{i \in I} a_i \right)^{1/N(I)}.
$$

We shall also consider the difference

$$
\varrho_{r,s}(a; I) = N(I) \left( M^{[r]}_I(a) - M^{[s]}_I(a) \right)
$$

for $0 \leq s \leq r < +\infty$.

Since $M^{[r]}_I(a)$ is an increasing function of $r$, we have

$$
\varrho_{r,s}(a; I) \geq 0,
$$

equality occurring only in one of the following cases:

1° if $r = s$,

2° if all $a_n$ ($n \in I$) are equal.
W. N. Everitt [1] has proved the following three theorems:

**Theorem 1.** Let \( I \cap J = \emptyset \). Then:
1° for \( 1 < r < +\infty \),

\[
N(I \cup J) M_{I \cup J}^{[r]}(a) \geq N(I) M_I^{[r]}(a) + N(J) M_J^{[r]}(a).
\]

*Equality holds if and only if*

\[
M_I^{[r]}(a) = M_J^{[r]}(a);
\]

2° for \( r = 1 \) and \( I \cap J = \emptyset \), equality always holds in (3);

3° for \( 0 \leq r < 1 \), inequality in (3) reverses, equality holding if and only if condition (4) is fulfilled.

**Theorem 2.** If \( 0 \leq s \leq 1 \leq r < +\infty \), then

\[
g_{r,s}(a; I \cup J) \geq g_{r,s}(a; I) + g_{r,s}(a; J).
\]

*Equality holds if and only if one of the following conditions is fulfilled:

1° \( s = r = 1 \) and \( I \cap J = \emptyset \);

2° \( 0 \leq s < 1 < r < +\infty \) and

\[
M_I^{[r]}(a) = M_J^{[r]}(a),
\]

\[
M_I^{[s]}(a) = M_J^{[s]}(a);
\]

3° \( 0 \leq s < 1 = r \) and (7);

4° \( s = 1 < r < +\infty \) and (6).

**Theorem 3.** If \( 0 \leq s \leq 1 \leq r < +\infty \), for all \( p \geq 1 \), we have

\[
g_{r,s}(a; I_{p+1}) \geq g_{r,s}(a; I_p),
\]

with equality if and only if one of the following four conditions is fulfilled:

1° \( s = r = 1 \);

2° \( 0 \leq s < 1 < r < +\infty \) and all the numbers \( a_n (1 \leq n \leq p + 1) \) are equal;

3° \( 0 \leq s < 1 = r \), \( a_{p+1} = M_{I_p}^{[r]}(a) \);

4° \( s = 1 < r < +\infty \), \( a_{p+1} = M_{I_p}^{[r]}(a) \).

Unifying the results proved by W. N. Everitt [1] and D. S. Mitrović and P. M. Vasić [2], H. W. McLaughlin and F. T. Metcalf [3] obtained some interesting inequalities for means of order \( r \). Later, D. S. Mitrović and P. M. Vasić [4] proved even more general results which contain inequalities of H. W. McLaughlin and F. T. Metcalf from [3] and some inequalities of P. S. Bullen [5]. We give the results of Mitrović and Vasić:
Let $I$ be a nonempty subset of the set of natural numbers. The weighted mean of order $r$ ($r$ is real and finite) is defined by

$$M_I^{[r]}(a; \rho) = \left( \frac{\sum I \rho_i a_i^r}{\sum \rho_i} \right)^{1/r} \quad (r \neq 0), \quad M_I^{[0]}(a; \rho) = \left( \prod I a_i^{\rho_i} \right)^{1/\sum \rho_i},$$

where $a_i > 0$, $\rho_i > 0$ ($i \in I$) and $\sum I = \sum$. We also write $M_I^{[r]}(a; \rho)^{s_r}$, ... for $(M_I^{[r]}(a; \rho))^{s_r}$, ...

**Theorem 4.** If $\lambda + \mu \geq 1$ with $\lambda > 0$, $\mu > 0$, and if $I_1, I_2, J_1, J_2$ are subsets of $N$ such that $I_1 \cap J_1 = \emptyset$ and $I_2 \cap J_2 = \emptyset$, then

$$\left( \sum_{I \cup J} \rho_i \right)^{\lambda} \left( \sum_{I \cup J} q_i \right)^{\mu} M_{I \cup J}^{[r]}(a; \rho)^{\lambda} M_{I \cup J}^{[s]}(b; q)^{\mu} \geq \left( \sum_{I} \rho_i \right)^{\lambda} \left( \sum_{I} q_i \right)^{\mu} M_I^{[r]}(a; \rho)^{\lambda} M_I^{[s]}(b; q)^{\mu}$$

$$+ \left( \sum_{J} \rho_i \right)^{\lambda} \left( \sum_{J} q_i \right)^{\mu} M_J^{[r]}(a; \rho)^{\lambda} M_J^{[s]}(b; q)^{\mu}.$$ 

Equality takes place if and only if $\lambda + \mu = 1$, $\lambda, \mu > 0$ and

$$\left( \sum_{I} \rho_i \right) M_I^{[r]}(a; \rho)^{\lambda} \left( \sum_{J} \rho_i \right) M_J^{[r]}(a; \rho)^{\lambda} = \left( \sum_{I} q_i \right) M_I^{[s]}(b; q)^{\mu} \left( \sum_{J} q_i \right) M_J^{[s]}(b; q)^{\mu}.$$

If $\lambda + \mu = 1$ and $\lambda > 1$, or $\lambda + \mu = 1$ and $\lambda < 0$, the opposite inequality holds.

**Proof.** Putting $n = 2, m = 2$ and

$$A_{11} = \left( \sum_{I} \rho_i \right) M_I^{[r]}(a; \rho)^{\lambda}, \quad A_{12} = \left( \sum_{J} \rho_i \right) M_J^{[r]}(a; \rho)^{\lambda},$$

$$A_{21} = \left( \sum_{I} q_i \right) M_I^{[s]}(b; q)^{\mu}, \quad A_{22} = \left( \sum_{J} q_i \right) M_J^{[s]}(b; q)^{\mu},$$

then since

$$\left( \sum_{I} \rho_i \right) M_I^{[r]}(a; \rho)^{\lambda} + \left( \sum_{J} \rho_i \right) M_J^{[r]}(a; \rho)^{\lambda} = \left( \sum_{I \cup J} \rho_i \right) M_{I \cup J}^{[r]}(a; \rho)^{\lambda},$$

from (2) in 2.14.2 follows (8).

**Corollary 1.** If $I_1 = I_2 = I$, $J_1 = J_2 = J$ and $I \cap J = \emptyset$, inequality (8) becomes

$$f(I \cup J) \geq f(I) + f(J),$$

where

$$f(I) = \left( \sum_{I} \rho_i \right)^{\lambda} \left( \sum_{I} q_i \right)^{\mu} M_I^{[r]}(a; \rho)^{\lambda} M_I^{[s]}(b; q)^{\mu}.$$

The function $f$ is, therefore, superadditive.
Corollary 2. If $I_1 = J_2 = I$, $J_1 = I_2 = J$ and $I \cap J = \emptyset$, inequality (8) becomes
\[
\left( \sum_{I \cup J} \phi_i \right)^{\lambda} \left( \sum_{I \cup J} q_i \right)^{\mu} M_{I \cup J}^{[r]}(a; \phi)^{\lambda r} M_{I \cup J}^{[s]}(b; q)^{\mu s} \\
\geq \left( \sum_{I} \phi_i \right)^{\lambda} \left( \sum_{J} q_i \right)^{\mu} M_{I}^{[r]}(a; \phi)^{\lambda r} M_{J}^{[s]}(b; q)^{\mu s} \\
+ \left( \sum_{J} \phi_i \right)^{\lambda} \left( \sum_{I} q_i \right)^{\mu} M_{J}^{[r]}(a; \phi)^{\lambda r} M_{I}^{[s]}(b; q)^{\mu s}.
\]

This inequality states the following property
\[
f(I, J) + f(J, I) \leq f(I \cup J, J \cup I),
\]
where
\[
f(I, J) = \left( \sum_{I} \phi_i \right)^{\lambda} \left( \sum_{J} q_i \right)^{\mu} M_{I}^{[r]}(a; \phi)^{\lambda r} M_{J}^{[s]}(b; q)^{\mu s}.
\]

Theorem 5. If $\lambda + \mu \geq 1$, $\lambda > 0$, $\mu > 0$ and if $I_{11}, \ldots, I_{m_1}$ and $I_{12}, \ldots, I_{m_2}$ are nonempty subsets of the set of natural numbers $N$, such that for $k, j = 1, \ldots, m$ with $j \neq k$,
\[
I_{k1} \cap I_{j1} = \emptyset, \ I_{k2} \cap I_{j2} = \emptyset,
\]
then
\[
\left( \sum_{I_{11} \cup \cdots \cup I_{m_1}} \phi_i \right)^{\lambda} \left( \sum_{I_{11} \cup \cdots \cup I_{m_2}} q_i \right)^{\mu} M_{I_{11} \cup \cdots \cup I_{m_1}}^{[r]}(a; \phi)^{\lambda r} M_{I_{11} \cup \cdots \cup I_{m_2}}^{[s]}(b; q)^{\mu s} \\
\geq \left( \sum_{I_{11}} \phi_i \right)^{\lambda} \left( \sum_{I_{11}} q_i \right)^{\mu} M_{I_{11}}^{[r]}(a; \phi)^{\lambda r} M_{I_{11}}^{[s]}(b; q)^{\mu s} \\
+ \cdots \\
+ \left( \sum_{I_{m_1}} \phi_i \right)^{\lambda} \left( \sum_{I_{m_2}} q_i \right)^{\mu} M_{I_{m_1}}^{[r]}(a; \phi)^{\lambda r} M_{I_{m_2}}^{[s]}(b; q)^{\mu s}.
\]

Equality holds if and only if $\lambda + \mu = 1$ ($\lambda > 0$ and $\mu > 0$), and if the sequences
\[
\left( \sum_{I_{i1}} \phi_i \right) M_{I_{i1}}^{[r]}(a; \phi)^{r} \quad (i = 1, \ldots, m),
\]
\[
\left( \sum_{I_{i2}} q_i \right) M_{I_{i2}}^{[s]}(b; q)^{s} \quad (i = 1, \ldots, m)
\]
are proportional.

The proof of Theorem 5 is analogous to the proof of Theorem 4, and is obtained from inequality (2) in 2.14.2 with $n = 2$.

Theorem 6. If $\lambda_1 + \cdots + \lambda_n \geq 1$, $\lambda_i > 0$ for $i = 1, \ldots, n$ and if $I_{jk}$ are nonempty subsets of the set of natural numbers $N$, such that
\[
I_{k1} \cap I_{j1} = \emptyset, \ldots, I_{kn} \cap I_{jn} = \emptyset
\]
for $k, j = 1, \ldots, m$ and $k \neq j$, then

\begin{equation}
(9) \quad \left( \sum_{i_1 \in I_1} \ldots \sum_{i_{m_1} \in I_{m_1}} \right)^{\lambda_1} \ldots \left( \sum_{i_{1n} \in I_{1n}} \ldots \sum_{i_{mn} \in I_{mn}} \right)^{\lambda_n} M_{I_1 \cup \ldots \cup I_{m_1}}^{r_1} \ldots M_{I_{1n} \cup \ldots \cup I_{mn}}^{r_n} (a_1; p_1)^{\lambda_1 r_1} \ldots (a_n; p_n)^{\lambda_n r_n} \geq \left( \sum_{i_1} \ldots \sum_{i_{1n}} \right)^{\lambda_1} \ldots \left( \sum_{i_{m_1}} \ldots \sum_{i_{mn}} \right)^{\lambda_n} M^{r_1}_{I_{11}} (a_1; p_1)^{\lambda_1 r_1} \ldots M^{r_n}_{I_{1n}} (a_n; p_n)^{\lambda_n r_n} + \ldots + \left( \sum_{i_{m_1}} \ldots \sum_{i_{mn}} \right)^{\lambda_1} \ldots \left( \sum_{i_{m_1}} \ldots \sum_{i_{mn}} \right)^{\lambda_n} M^{r_1}_{I_{mn}} (a_1; p_1)^{\lambda_1 r_1} \ldots M^{r_n}_{I_{mn}} (a_n; p_n)^{\lambda_n r_n}.
\end{equation}

**Proof.** Inequality (9) can be obtained by putting in (2) in 2.14.2

\[ A_{kj} = \left( \sum_{i \in I_k} \right)^{r_{ki}} M_{ij}^{r_{ki}} (a_j; p_j)^{r_k} \quad (j = 1, \ldots, m; k = 1, \ldots, n). \]

Theorem 5 is, of course, merely a special case of Theorem 6 with $n = 2$.

As has been said before, Theorems 4, 5 and 6 contain a number of known results. We shall mention the following particular results which are included in those theorems (see D. S. Mitrović and P. M. Vasić [2]).

**Theorem 7.** If $rs < 0$, then

\begin{equation}
(10) \quad \left( \sum_{\nu = 1}^{n} \frac{p_{\nu}}{s - r} \right)^{s - r} \frac{r_{s - r}}{r} \left( \frac{M_{n}^{r}(a; p)}{M_{n}^{s}(a; q)} \right)^{r_{s - r}} + \frac{r_{s - r}}{r} \left( \frac{M_{n-1}^{r}(a; p)}{M_{n-1}^{s}(a; q)} \right)^{r_{s - r}} \left( \sum_{\nu = 1}^{n-1} \frac{q_{\nu}}{s - r} \right)^{s - r}.
\end{equation}

If $rs > 0$, the inequality is reversed.

Equality holds if and only if

\begin{equation}
(11) \quad a_n \left( \frac{p_n}{q_n} \right)^{1 - s} = a_{n-1} \left( \frac{p_{n-1}}{q_{n-1}} \right)^{1 - s} = \cdots = a_1 \left( \frac{p_1}{q_1} \right)^{1 - s}.
\end{equation}

**Theorem 8.** For $r > 0$,

\begin{equation}
(12) \quad \left( \sum_{\nu = 1}^{n} \frac{p_{\nu}}{s - r} \right)^{s - r} \left( \sum_{\nu = 1}^{n} \frac{q_{\nu}}{s - r} \right)^{s - r} \left( \frac{M_{n}^{r}(a; p)}{G_{n}^{s}(a; q)} \right)^{s - r} \left( \sum_{\nu = 1}^{n-1} \frac{q_{\nu}}{s - r} \right)^{s - r} \left( \frac{M_{n-1}^{r}(a; p)}{G_{n-1}^{s}(a; q)} \right)^{s - r}.
\end{equation}

with equality if and only if equalities (11) hold.
Notice that inequalities (10) and (12) can be iterated, so that we get, for example,

\[
\frac{M_n^{[r]}(a; \rho)}{M_n^{[s]}(a; q)} \geq \left( \frac{\left( \sum_{v=1}^{n} q_v \right) \frac{r}{s-r}}{\left( \sum_{v=1}^{n} \rho_v \right) \frac{s-r}{s-r}} \right)^{\frac{r}{s-r}} \left( \sum_{v=1}^{n} \rho_v \frac{r}{s-r} \right) \left( \sum_{v=1}^{n} q_v \frac{s-r}{s-r} \right)^{\frac{s-r}{s-r}};
\]

and Theorem 2 in 2.14.2 follows from this inequality if we put \( \rho_i = q_i \) (\( i = 1, \ldots, n \)).
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### 2.14.6 The \( \lambda \)-Method of Mitrinović and Vasić

This method (see [1]) can be summarized as follows:

1° Start with an inequality which can be proved by the theory of maxima and minima;

2° In a convenient manner introduce one or more parameters into the function from which that inequality was obtained;

3° Find the extreme values of such a function, treating the parameters as fixed.

In this way an inequality involving one or more parameters is obtained. Assigning conveniently chosen values to those parameters, one may obtain various inequalities whose forms bear no similarity to the original. This method often unifies isolated inequalities and yields known inequalities as special cases.

We shall demonstrate the method by a simple example.

The inequality

\[ nA_n(a) - nM_n^{[r]}(a) \geq (n - 1) A_{n-1}(a) - (n - 1) M_{n-1}^{[r]}(a), \]

which holds for \( r < 1 \) (the inequality is reversed for \( r > 1 \)) can be proved by the method of examining functions, starting with

(1) \[ g(a_n) = nA_n(a) - nM_n^{[r]}(a). \]
Instead of \( g \), we shall consider the function

\[
(2) \quad f(a_n) = nA_n(a) - \lambda nM^{[r]}_n(a),
\]

where \( \lambda > 0 \) is a parameter.

From (2) we get

\[
f'(a_n) = 1 - \lambda a_{n-1} (M^{[r]}_n(a))^{1-r},
\]

\[
f''(a_n) = -\lambda (r - 1) \frac{n - 1}{n} a_n^{r-2} (M^{[r]}_n(a))^{1-2r} (M^{[r]}_n(a))^{r}.
\]

If \( 0 < \lambda^{1-r} < n \), the only positive zero of the function \( f' \) is

\[
a_n = \lambda^{1-r} M^{[r]}_{n-1}(a) \left( \frac{n - 1}{r} \right)^{1/r}.
\]

Since for \( r > 1 \) and \( \lambda > 0 \), \( f''(a_n) < 0 \), we get the following inequality

\[
(3) \quad nA_n(a) - \lambda nM^{[r]}_n(a)
\]

\[
\leq (n - 1) A_{n-1}(a) - \lambda (n - 1) \left( (n - 1) \left( \frac{1-r}{r} \right) (n - \lambda^{1-r}) \right)^{r-1} M^{[r]}_{n-1}(a),
\]

where \( r > 1 \) and \( 0 < \lambda^{1-r} < n \).

If \( r < 1 \), the sign \( \leq \) in (3) should be replaced by \( \geq \). In this case, excluding the case \( r = 0 \), the inequality is obtained from previous considerations. For \( r = 0 \), the following inequality holds

\[
(4) \quad nA_n(a) - \lambda nG_n(a) \geq (n - 1) A_{n-1}(a) - \lambda^{n-1} (n - 1) G_{n-1}(a) (\lambda > 0),
\]

which can be obtained from (3) by letting \( r \to 0 \), or by examining the corresponding functions, as in the proof of (3).

Putting \( \lambda = A_n(a)/M^{[r]}_n(a) \) in (3), we get

\[
n \left( \frac{M^{[r]}_n(a)}{A_n(a)} \right)^{1-r} \geq (n - 1) \left( \frac{M^{[r]}_{n-1}(a)}{A_{n-1}(a)} \right)^{1-r} + 1 \quad (r < 0).
\]

From this inequality, using \( a^k \) instead of \( a \), and setting \( s = rk \), we get the following, more general, inequality

\[
n \left( \frac{M^{[s]}_n(a)}{M^{[k]}_n(a)} \right)^{\frac{k}{s}} \geq (n - 1) \left( \frac{M^{[s]}_{n-1}(a)}{M^{[k]}_{n-1}(a)} \right)^{\frac{k}{s}} + 1 \quad (ks < 0).
\]

This inequality has been proved in [2].
Putting $\lambda = A_n(a)/G_n(a)$ in (4), we get
\[
\left(\frac{G_n(a)}{A_n(a)}\right)^n \leq \left(\frac{G_{n-1}(a)}{A_{n-1}(a)}\right)^{n-1},
\]
which has been proved many times (see, for example, [3] and [4]).

By a similar method, and by a suitable choice of the parameter $\lambda$, other classical and new inequalities can be obtained from proven inequalities.

Up to now, for the sake of simplicity, we have considered only the most elementary cases. We shall now quote some more general results, without proof, using the following notation:
\[
P_n = \sum_{i=1}^{n} p_i \quad \text{and} \quad Q_n = \sum_{i=1}^{n} q_i.
\]

**Theorem 1** (D. S. Mitrinović and P. M. Vasić [1], P. S. Bullen [5]). *If $r < 1$, the following inequality holds:*
\[
Q_n A_n(a; q) - \lambda \frac{q_n}{p_n} P_n M^{(r)}(a; \hat{p}) \geq Q_{n-1} A_{n-1}(a; q) - \lambda \frac{q_n}{p_n} P_{n-1} \left\{ \frac{1-r}{P_{n-1}} \left( P_n - \frac{r}{P_n} \lambda^{1-r} \right)^{r-1} \right\} M^{(r)}_{n-1}(a; \hat{p}),
\]
where $0 < \lambda^{1-r} < \frac{1}{P_n} P_n$.

*For $r > 1$, the sign of the inequality is reversed.*

**Theorem 2** (D. S. Mitrinović and P. M. Vasić [1], P. S. Bullen [5]). *For any $\lambda > 0$ we have*
\[
Q_n A_n(a; q) - \lambda \frac{q_n}{p_n} P_n G_n(a; \hat{p}) \geq Q_{n-1} A_{n-1}(a; q) - \lambda^{P_n/P_{n-1}} \frac{q_n}{p_n} P_{n-1} G_{n-1}(a; \hat{p}).
\]

**Theorem 3** (P. S. Bullen [5]). *For any $\lambda > 0$ we have*
\[
\frac{(A_n(a; q) + \lambda)^{Q_n}}{(G_n(a; \hat{p}))^{q_n P_n/P_n}} \geq \frac{(A_{n-1}(a; q) + \lambda Q_n/(Q_{n-1})^{Q_{n-1}}}{(G_{n-1}(a; \hat{p}))^{q_n P_n/P_n}},
\]
with equality only when $A_n(a; q) = a_n + \lambda$. 
Theorem 4 (D. S. Mitrović and P. M. Vasić [6]). Let $\lambda$ and $\mu$ be two real numbers such that $\lambda \mu > 0$. If $\mu \phi_n - P_n < 0$, we have

$$Q_n A_n(a; q) - \lambda \frac{q_n}{P_n} P_n(G_n(a; \phi)) \mu \geq Q_{n-1} A_{n-1}(a; q)$$

$$- (\lambda \mu) \frac{P_n}{\mu \phi_n} \frac{q_n}{P_n} \frac{Q_{n-1}(a; \phi)}{P_n - \mu \phi_n} \left( \frac{P_n}{P_n - \mu \phi_n} - P_n \right).$$

In the case where $\mu \phi_n - P_n > 0$, the inequality is reversed.
In both cases equality holds if and only if

$$a_n = (\lambda \mu)^{P_n - \mu \phi_n} \frac{Q_{n-1}(a; \phi)}{P_n - \mu \phi_n}.$$

Theorem 5 (D. S. Mitrović and P. M. Vasić [6]). Let $\alpha$, $\beta$, $\lambda$ be real numbers such that $\lambda > 0$ and $\beta (\alpha - \beta \phi_n) > 0$. If $\alpha - \beta \phi_n > 0$, we have

$$\frac{(A_n(a; q) + \lambda)^{x}}{(G_n(a; \phi))^{\beta P_n}}$$

$$\geq \left( \frac{q_n}{\beta \phi_n} \right)^{\beta P_n} \left( \frac{\alpha}{Q_n} \right)^{x} \left( \frac{Q_{n-1}}{\alpha - \beta \phi_n} \right)^{x - \beta P_n} \frac{(A_{n-1}(a; q) + \lambda Q_n/Q_{n-1})^{x - \beta P_n}}{(G_{n-1}(a; \phi))^{\beta P_{n-1}}}.$$

In the case when $\alpha - \beta \phi_n < 0$, the inequality is reversed.
In both cases equality holds if and only if

$$(\alpha - \beta \phi_n) q_n a_n = \beta \phi_n (Q_{n-1} A_{n-1}(a; q) + \lambda Q_n).$$

Theorem 6 (P. S. Bullen [7]). If $r < s$, $s = 0, + \infty$ and $0 < \phi_n^{r-s} < P_n$, then

$$Q_n(M_n^{[s]}(a; q))^{r} - \lambda \frac{q_n}{P_n} P_n(M_n^{[r]}(a; \phi))^{s} \geq Q_{n-1}(M_{n-1}^{[s]}(a; q))^{s}$$

$$- \lambda \frac{q_n}{P_n} P_{n-1}(M_{n-1}^{[r]}(a; \phi))^{s} \frac{P_{n-1}^{r-s}}{P_n - \phi_n^{r-s}} \left( P_n - \phi_n^{r-s} \right)^{r-s}.$$

with equality only when $\sum_{v=1}^{n-1} a_t \phi_v = a_t \left( \frac{r}{\lambda^{r-s}} P_n - \phi_n \right)$.

If $r > s$ then the inequality is reversed.

In the following theorem we use the notations:

$$a = (a_1, \ldots, a_{n+m}), \quad \tilde{a} = (a_1, \ldots, a_n), \quad \tilde{\tilde{a}} = (a_{n+1}, \ldots, a_{n+m}),$$

$$P_{n+m} = \phi_1 + \cdots + \phi_{n+m}, \quad \overline{P}_n = \phi_1 + \cdots + \phi_n, \quad \overline{\phi}_m = \phi_{n+1} + \cdots + \phi_{n+m},$$

$$Q_{n+m} = q_1 + \cdots + q_{n+m}, \quad \overline{Q}_n = q_1 + \cdots + q_n, \quad \overline{Q}_m = q_{n+1} + \cdots + q_{n+m}.$$
Theorem 7 (P. S. Bullen [7]). If $\frac{s}{r} > 1$, and $0 < \frac{\bar{p}_m}{\lambda^{s-r}} < P_{n+m}$, then

$$\frac{Q_{n+m}}{Q_m} (M_n^{[s]} (a; q))^s - \frac{P_{n+m}}{P_m} (M_n^{[r]} (a; \bar{q}))^s$$

$$\geq \frac{\bar{q}_n}{Q_m} (M_n^{[s]} (\bar{a}; \bar{q}))^s - \frac{\bar{p}_n}{P_m} (M_n^{[r]} (\bar{a}; \bar{q}))^s \frac{s-r}{P_n} \left( P_{n+m} - \frac{\bar{p}_m}{\lambda^{s-r}} \right)^{r-s} r$$

$$+ (M_n^{[s]} (\bar{a}; \bar{q}))^s - \lambda^{-1} (M_n^{[r]} (\bar{a}; \bar{q}))^s,$$

$$\frac{Q_{n+m}}{Q_m} (M_n^{[s]} (a; q))^s - \lambda \frac{P_{n+m}}{P_m} (M_n^{[r]} (a; \bar{q}))^s$$

$$\geq \frac{\bar{q}_n}{Q_m} (M_n^{[s]} (\bar{a}; \bar{q}))^s - \lambda \frac{P_n}{P_m} (M_n^{[r]} (\bar{a}; \bar{q}))^s$$

$$\times \frac{(M_n^{[s]} (\bar{a}; \bar{q}))^s}{(M_n^{[r]} (\bar{a}; \bar{q}))^s} \frac{s-r}{P_n} \left( P_{n+m} - \frac{\bar{p}_m}{\lambda^{s-r}} \right)^{r-s} r.$$

Remark 1. The above Theorem 7 which appeared in [7] is given here in the corrected form, at the request of P. S. Bullen.

Remark 2. Inequalities whose form is analogous to

$$n A_n (a) - n G_n (a) \geq (n - 1) A_{n-1} (a) - (n - 1) G_{n-1} (a)$$

are sometimes called Rado type inequalities, while inequalities analogous to

$$\left( \frac{G_n (a)}{A_n (a)} \right)^n \leq \left( \frac{G_{n-1} (a)}{A_{n-1} (a)} \right)^{n-1}$$

are sometimes called Popoviciu type inequalities.

Those names are often used in 2.15.2.
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2.15 Symmetric Means and Functions

2.15.1 Definitions and Main Relations between Symmetric Means

**Definition 1.** Let \( a = (a_1, \ldots, a_n) \) be a positive sequence. Then the \( r \)-th symmetric function is defined by

\[
e_r = E^{[r]}_n = e_r(a) = E^{[r]}_n(a) = \sum_{i=1}^{r} \prod_{j=1}^{r} a_{i_j},
\]

the sum being over all \( r \)-tuples \( i_1, \ldots, i_r \), such that \( 1 \leq i_1 < \cdots < i_r \leq n \); in addition we define \( e_0 = 1 \). The \( r \)-th symmetric mean is

\[
\bar{p}_r = \bar{D}^{[r]}_n = \frac{E^{[r]}_n}{\binom{n}{r}} \quad \text{for} \quad r = 0, 1, \ldots, n.
\]

A series of simple but remarkable inequalities follows from the following simple observation; see [1], p. 11, [2], p. 104, and [3], pp. 115—117.

**Theorem 1.** If \( f(x) = \sum_{i=0}^{n} c_i x^i \) has \( n \) real roots and if \( c_i = \binom{n}{i} d_i \), for \( i = 1, \ldots, n - 1 \), then

\[
d_i^2 - d_{i-1} d_{i+1} \geq 0,
\]

the inequality being strict unless all the roots are identical.

Inequality (3) implies the weaker result (see [2], p. 52, and [3], p. 117)

\[
c_i^2 - c_{i-1} c_{i+1} > 0 \quad \text{for} \quad i = 1, \ldots, n - 1.
\]

**Theorem 2.** For \( r = 1, \ldots, n - 1 \) we have

\[
\bar{p}_r^2 - \bar{p}_{r-1} \bar{p}_{r+1} \geq 0,
\]

and

\[
e_r^2 - e_{r-1} e_{r+1} > 0,
\]

with equality in (5) if and only if \( a_1 = \cdots = a_n \).

**Proof.** Since

\[
\sum_{k=0}^{n} e_k x^{n-k} = \sum_{k=0}^{n} \binom{n}{k} \bar{p}_k x^{n-k} = \prod_{k=1}^{n} (a_k + x),
\]

this result is an immediate corollary of Theorem 1.
**Corollary 1.** If \( r < s \), then \( e_{r-1}e_s < e_r e_{s-1} \).

**Corollary 2.** If \( 1 \leq r \leq n - 1 \) and \( e_{r-1} > e_r \), then \( e_r > e_{r+1} \).

**Proof.** These are immediate corollaries of (6).

If \( b \) is any sequence we define, for \( m \geq 0 \),

\[
\Delta^m b_s = \sum_{i=0}^{m} (-1)^i \binom{m}{i} b_{s+i}.
\]

D. S. Mitrović [4] has obtained some interesting extensions of (6) and Corollary 2, as for example:

**Theorem 3.** 1° If \( 1 \leq k \leq n - 1, 0 \leq \nu \leq k - 1 \), then

\[
(\Delta^\nu e_{k-\nu})^2 - (\Delta^\nu e_{k-\nu+1}) (\Delta^\nu e_{k-\nu-1}) \geq 0.
\]

2° If \( (-1)^\rho \Delta^\rho e_{k-\nu+1} > 0, 1 \leq \rho \leq \nu \), then \( (-1)^\rho \Delta^\rho e_{k-\nu} > 0 \).

**Proof.** 1° follows from (4) applied to the polynomial \((x - 1)^\nu \prod_{k=1}^{n} (a_k + x)\).

2° we prove by induction on \( \nu \). The case \( \nu = 1 \) is just Corollary 2. Let us assume the result for \( \nu = 1 \). By 1°

\[
\Delta^{\nu-1} e_{k-\nu} \Delta^{\nu-1} e_{k-\nu+2} \leq (\Delta^{\nu-1} e_{k-\nu+1})^2,
\]

which by the induction hypothesis is equivalent to

\[
\frac{\Delta^{\nu-1} e_{k-\nu+2}}{\Delta^{\nu-1} e_{k-\nu+1}} \leq \frac{\Delta^{\nu-1} e_{k-\nu+1}}{\Delta^{\nu-1} e_{k-\nu}}.
\]

But by hypothesis \((-1)^\nu \Delta^\nu e_{k-\nu+1} > 0\) is equivalent to the inequality

\((-1)^{\nu-1} \Delta^{\nu-1} e_{k-\nu+2} > (-1)^{\nu-1} \Delta^{\nu-1} e_{k-\nu+1}\), or to

\[
\frac{\Delta^{\nu-1} e_{k-\nu+2}}{\Delta^{\nu-1} e_{k-\nu+1}} > 1.
\]

Inequalities (8) and (9) imply that

\[
\frac{\Delta^{\nu-1} e_{k-\nu+1}}{\Delta^{\nu-1} e_{k-\nu}} > 1,
\]

which is equivalent to \((-1)^\nu \Delta^\nu e_{k-\nu} > 0\), as was to be proved.

The basic idea in the proof of 1° in Theorem 3 can be used to obtain further results. For instance applying (4) to the polynomial \((x - \alpha) \prod_{k=1}^{n} (a_k + x)\), D. S. Mitrović obtained the following result (see [4] and [5]):

\[
4(e_{r-1}e_{r+1} - e_r^2) (e_{r-2}e_r - e_{r-1}^2) \geq (e_{r-1}e_r - e_{r-2}e_{r+1})^2.
\]
Results analogous to Corollaries 1 and 2 and Theorem 3 can be obtained for symmetric means using (3) and (5), rather than (4) and (6). In particular if \( r < s \), (5) implies that \( \varphi_{r-1} \varphi_s \leq \varphi_r \varphi_{s-1} \), with equality if and only if \( a_1 = \cdots = a_n \).

Using (2), this last inequality implies the following improvement of Corollary 1, due to J. Dougall [6]. If \( r < s \), then

\[
r(n - s + 1) e_{s-1} - s(n - r + 1) e_{r-1} > 0.
\]

The identity \( \sum_{k=0}^{n} e_k x^k = \prod_{j=1}^{n} (1 + a_j x) \) suggests the following generalizations of (1) and (2) (see [7], [8] and [9]):

\[
\sum_{k=0}^{+\infty} t_{k,s} x^k = \sum_{k=0}^{+\infty} T_{n}^{[k,s]}(a) x^k = \prod_{j=1}^{n} (1 + a_j x)^{s} \quad \text{for} \quad s > 0,
\]

\[
\prod_{j=1}^{n} (1 - a_j x)^{s} \quad \text{for} \quad s < 0,
\]

and \( w_{k,s} = W_{n}^{[k,s]}(a) = \binom{t_{k,s}}{s}^{n} \).

J. N. Whiteley [8] has shown that if \( s > 0 \), with \( r < s \) if \( s \) is not an integer, \( r \leq sn \) if \( s \) is an integer, then

(10) \[
w_{r,s} - w_{r-1,s} w_{r+1,s} \geq 0.
\]

The inequality is reversed if \( s < 0 \): since \( w_{r,1} = \varphi_r \), (10) is a significant generalization of (5).

**Theorem 4.** If \( 1 < s < t < n \), then

(11) \[
G_n(a) = G_n \leq \varphi_{1/n}^{1/t} \leq \varphi_{1/s}^{1/t} \leq A_n = A_n(a),
\]

with equality if and only if \( a_1 = \cdots = a_n \).

**Proof.** Since \( \varphi_1 = A_n \) and \( \varphi_{1/n} = G_n \), it is sufficient to consider the centre inequality.

By multiplying together inequality (5) in the form \( \varphi_{r-1} \varphi_{r+1} \leq \varphi_r^2 \), \( 1 \leq r \leq s \), we get that \( \varphi_{1/s} \leq \varphi_{1/(s+1)}^{1/2} \), which implies (11). The cases of equality are immediate.

**Remark 1.** In the same way inequality (10) implies an inequality similar to (11) for the Whiteley means [8].

**Remark 2.** It is possible to deduce (11) from the weaker inequality (6) [10]. This method can be used to extend (11) to the weighted symmetric means

\[
P_n^{[r]}(a; q) = \frac{E_n^{[r]}(aq)}{E_r^{[r]}(q)}.
\]
However, this expansion is not very satisfactory as it requires sequences $a$ and $q$ to be similarly ordered [10].

2.15.2 Inequalities of Rado-Popovici Type

Inequality (11) in 2.15.1 suggests the investigation of RADO-PPOPOVICIU results (see Remark in 2.14.6) for symmetric means; a fairly complete analogue for the POPOVICIU inequality is known ([10], [11] and [12]); results of the RADO type are incomplete, although recent results in this direction have been proved by D. S. MIRTOVIC and P. M. VASIĆ [13]. D. S. MIRTOVIC (5 and [14]) has also obtained RADO type extensions to his results given in Theorem 3 in 2.15.1.

Let us introduce the following notations. If $a = (a_1, \ldots, a_{n+q})$, then $	ilde{a} = (a_1, \ldots, a_n)$, $\tilde{a} = (a_{n+1}, \ldots, a_{n+q})$, with a similar notation for the corresponding symmetric functions and means; thus $\tilde{e}_r = E_{n}^{[r]}(\tilde{a})$, $\tilde{p}_r = P_{\tilde{q}}^{[r]}(\tilde{a})$, etc.

The following identities can easily be proved [10]:

1° $e_s = \sum_{t=0}^{s} \tilde{e}_{s-t}, \quad s \leq \min(n, q), \quad \sum_{t=0}^{n+q-s} \tilde{e}_{n-t-s-n-t}, \quad s > \max(n, q), \quad \sum_{t=0}^{q} \tilde{e}_{s-t}, \quad q < s \leq n.$

2° If $1 \leq s \leq n + q$, $u = \max(s - n, 0)$, $r = \min(s, q)$ and

$$\lambda(s, t) = \binom{n}{s-t} \binom{q}{t} \binom{n+q}{s}, \quad 0 \leq t \leq s,$$

then

$$\tilde{p}_s = \sum_{t=u}^{r} \lambda(s, t) \tilde{p}_{s-t} \tilde{p}_t.$$

3° In particular, if $a_{n+1} = \cdots = a_{n+q} = \beta$, (1) reduces to

$$\tilde{p}_s = \sum_{t=u}^{r} \lambda(s, t) \beta^t,$$

and if in addition, $a_1 = \cdots = a_n = \alpha$,

$$\tilde{p}_s = \sum_{t=u}^{r} \lambda(s, t) \alpha^t \beta^t.$$

Remark 1. The following is a simple application of (1). If $q = 1$, then $u = 0$, $r = 1$ and (1) becomes

$$\tilde{p}_s = \frac{n+1-s}{n+1} \tilde{p}_s + \frac{s}{n+1} a_{n+1} \tilde{p}_s.$$
which is equivalent to
\[ \bar{p}_s - \bar{p}_s = \frac{s}{n + 1} \bar{p}_s - 1 \left( a_{n+1} - \frac{\bar{p}_s}{\bar{p}_{s-1}} \right). \]

But from (11) in 2.15.1
\[ \frac{\bar{p}_s}{\bar{p}_{s-1}} \leq \bar{A}_n \]
and so
\[ \bar{p}_s - \bar{p}_s \geq \frac{s}{n + 1} \bar{p}_{s-1} (a_{n+1} - \bar{A}_n). \]

Hence if \( a \) is increasing, \( \bar{p}_s - \bar{p}_s \geq 0 \); thus \( P_0^{[r]}(a), P_1^{[r]}(a), P_2^{[r]}(a), \ldots \) is increasing exactly when \( a \) is; further, it increases strictly if \( a \) does.

**Theorem 1.** Let \( 1 \leq r < k \leq n + q, u = \max(r - n, 0), v = \min(r, q), w = \max(k - n, 0), x = \min(k, q). \)

1. If \( v \leq w \) and \( r - u \leq k - x \), then
\[ \frac{P_r^{[k/r]}}{P_k} \geq \frac{P_{r-u}^{[k-x]/(r-u)}}{P_{k-x}} \cdot \frac{P_v^{[w/v]}}{P_w}; \]

2. If \( v \leq w \), then
\[ \frac{P_r^{[k/r]}}{P_k} \geq \frac{P_v^{[w/v]}}{P_w}. \]

**Proof.** Rewrite (4) as
\[ L = P_k \leq \frac{P_k^{[k/r]}}{P_{k-x} P_w} \leq \frac{P_r^{[k/r]}}{P_{r-u}^{[k-x]/(r-u)} P_v^{[w/v]}} = R. \]

By (11) in 2.15.1
\[ P_r^{[k]} = \left( \sum_{t=u}^v \lambda(r, t) P_{r-u}^{[k-x]/(r-u)} \right)^k \geq \left( \sum_{t=u}^v \lambda(r, t) P_{r-u}^{[w/v]} \right)^k. \]

(This inequality is strict unless \( a_1 = \cdots = a_{n+q} \). However in certain cases this step is vacuous; in particular when \( r = 1, k = n + q \), when all the means in (4) are either arithmetic or geometric means.)

It follows from (3) that this last expression is the \( k \)-th power of the \( r \)-th symmetric mean of \( b_1, \ldots, b_{n+q} \), where \( b_i = \bar{P}_{r-u}^{[1/(r-u)]}, \) for \( i = 1, \ldots, n \) and \( b_j = \bar{P}_v^{[1/v]}, \) for \( j = n + 1, \ldots, n + q \). Hence by (11) in 2.15.1 and (3) again,
\[ P_r^{[k]} \geq \left( \sum_{t=w}^x \lambda(k, t) P_{r-u}^{(k-x)/t/(r-u)} P_v^{[w/v]} \right)^k \]
\[ = P_r^{[k-x]/(r-u)} P_v^{[w/v]} \left( \sum_{t=w}^x \lambda(k, t) P_{r-u}^{(x-t)/t/(r-u)} P_v^{(t-w)/v} \right)^k. \]

(This inequality is strict unless \( P_{r-u} = \bar{P}_v^{[1/u]}, \) if the previous application of inequality (11) in 2.15.1 had not given a strict inequality, then neither 7*
can the present application. However if, as noted above, the previous application had been vacuous, then strict inequality could occur here.)

Using this last expression it easily follows that

\[
R \geq \left( \sum_{t=w}^{x} \lambda(k, t) \frac{\bar{p}^{(x-t)}/(r-u)}{\bar{p}^{(l-w)/u}} \frac{\bar{p}^{(l-w)/u}}{\bar{p}^{(t-w)/u}} \right)^{r} = S.
\]

In a similar way, using (1),

\[
(7) \quad \bar{p}_{k}^{r} = \left( \sum_{t=w}^{x} \lambda(k, t) \frac{\bar{p}^{(x-t)}/(r-u)}{\bar{p}^{(l-w)/u}} \right)^{r} \leq \left( \sum_{t=w}^{x} \lambda(k, t) \frac{\bar{p}^{(k-l)/(k-x)}}{\bar{p}^{(l-w)/u}} \right)^{r},
\]

by (11) in 2.15.1, the inequality being strict unless \(a_{1} = \cdots = a_{n+q}\). So

\[
\bar{p}_{k}^{r} \leq \bar{p}_{k-x}^{r} \bar{p}_{w}^{r} \left( \sum_{t=w}^{x} \lambda(k, t) \frac{\bar{p}^{(x-t)}/(k-x)}{\bar{p}^{(l-w)/u}} \right)^{r},
\]

which immediately gives

\[
L \leq \left( \sum_{t=w}^{x} \lambda(k, t) \frac{\bar{p}^{(x-t)}/(k-x)}{\bar{p}^{(l-w)/u}} \right)^{r} = T.
\]

But by (11) in 2.15.1, \(T \leq S\), this inequality being strict unless \(v = w\) and \(r - u = k - x\), or \(a_{1} = \cdots = a_{n+q}\). This completes the proof of 1°.

The proof of 2° is similar except that when (11) in 2.15.1 is applied to the right-hand side of (6) and (7), it is applied to the second part of each term only, that is, to \(\bar{p}_{l}\).

**Remark 2.** In any particular application of this result the case of equality can be obtained from the above proof [15].

**Remark 3.** If \(r = 1, k = n + q\), then (4) gives the following generalization of **Popoviciu**'s inequality

\[
\left( \frac{A_{n+q}}{G_{n+q}} \right)^{n+q} \geq \left( \frac{A_{n}}{G_{n}} \right)^{n} \left( \frac{A_{q}}{G_{q}} \right)^{q},
\]

with equality if and only if \(A_{n} = \bar{A}_{q}\) (see [10] and [15]).

**Remark 4.** Taking \(k = s + 1, q = 1\), (5) reduces to

\[
(8) \quad \left( \frac{\bar{p}^{1/r}}{\bar{p}^{1/s}} \right)^{s} \leq \left( \frac{\bar{p}^{1/r}}{\bar{p}^{1/(s+1)}} \right)^{s+1}.
\]

**Remark 5.** Inequalities similar to (8) have been obtained for elementary symmetric functions by D. S. Mitrićnović and P. M. Vasić [12]. In particular if \(q = 1, r < s, 1 \leq s \leq n\) and \(0 < \alpha \leq \beta\), then

\[
\left( \frac{(e_{r})^{\alpha}}{(e_{s})^{\beta}} \right) \leq \left( \frac{(e_{r})^{\alpha}}{(e_{s})^{\beta}} \right).
\]
We now quote a case of the application of the $\lambda$-method developed in 2.14.6.

**Theorem 2.** If $\lambda > 0$, $a = (a_1, \ldots, a_{n+1})$, then for $k = 2, 3, \ldots, n + 1,
(9) \quad (n + 1) \left( \lambda \frac{\hat{p}_k^{1/k}}{\hat{p}_k} - \lambda^{(k-1)/k} \right)
\geq n \left( \hat{p}_1 - \left( \frac{n + 1}{n} \right) \left( \frac{k - 1}{n} \right) \lambda^{(k-1)/k} \frac{\hat{p}_{k-1}}{\hat{p}_{k-1}^{1/(k-1)}} - \frac{n + 1 - k}{n} \frac{\hat{p}_k}{\hat{p}_{k-1}} \right),

with equality if and only if $a_{n+1} = \frac{n + 1}{k} \lambda^{(k-1)/k} \frac{\hat{p}_{k-1}}{\hat{p}_{k-1}^{1/(k-1)}} - \frac{n + 1 - k}{k} \frac{\hat{p}_k}{\hat{p}_{k-1}}$.

**Proof.** Put $x = a_{n+1}$ and

$$f(x) = (n + 1) \left( \hat{p}_1 - \lambda \frac{\hat{p}_k^{1/k}}{\hat{p}_k} \right)
= n \hat{p}_1 + x - (n + 1) \lambda \left( \frac{n + 1}{n + 1} \frac{\hat{p}_k}{\hat{p}_{k-1}} + \frac{k}{n + 1} \frac{\hat{p}_{k-1}}{\hat{p}_{k-1}^{1/k}} \right).$$

Then $f$ is defined provided $x \geq -\frac{n + 1 - k}{k} \frac{\hat{p}_k}{\hat{p}_{k-1}}$ and is easily seen to have a unique minimum at $x = \frac{n + 1}{k} \lambda^{(k-1)/k} \frac{\hat{p}_{k-1}}{\hat{p}_{k-1}^{1/(k-1)}} - \frac{n + 1 - k}{k} \frac{\hat{p}_k}{\hat{p}_{k-1}}$.

This completes the proof of Theorem 2 due to D. S. Mitrović and P. M. Vasić [13].

**Remark 6.** In a similar way D. S. Mitrović and P. M. Vasić [13] also proved the following Popoviciu type inequality for symmetric functions. If $\mu > 0$, then for $k = 2, 3, \ldots, n + 1,$

$$(\epsilon_1 + \mu)^k \geq \frac{\left( \epsilon_1 + \mu - \frac{\epsilon_k}{\epsilon_{k-1}} \right)^{k-1}}{(k - 1)^{k-1} \epsilon_{k-1}},$$

with equality if and only if $a_{n+1} = \frac{1}{k - 1} \left( \mu + \epsilon_1 - \frac{k \epsilon_k}{\epsilon_{k-1}} \right), (\epsilon_{n+1}$ being defined to be zero).

Setting $k = n + 1$, inequality (9) reduces to

$$(n + 1) \left( A_{n+1} - \lambda \frac{G_{n+1}}{G_n} \right) \geq n \left( A_n - \frac{\lambda^{(n+1)/n} G_n}{G_n} \right).$$

Now, putting $k = n + 1$ and $\mu = \lambda (n + 1),$ inequality (10) becomes

$$\left( \frac{A_{n+1} + \lambda}{G_{n+1}} \right)^{n+1} \geq \left( \frac{A_n + \frac{n + 1}{n} \lambda}{G_n} \right)^n.$$

It would be of interest to generalize (9), replacing $\hat{p}_1$ by $\hat{p}_1^{1/s}$ say; also to obtain a complete Rado analogue of Theorem 1.
The following result is due to D. S. Mitrinović [14].

**Theorem 3.** Let \( a = (a_1, \ldots, a_{n+1}) \) and \( \bar{a} = (a_1, \ldots, a_n) \).

1° If \((-1)\,^p A^r e_{k-r} > 0\), \(1 \leq \,^p \leq r\), then

\[
(-1)^\,^p A^r e_{k-r} > (-1)^\,^p A^r e_{k-r}.
\]

2° If \((-1)^\,^r A^r e_{k-r-2} > 0\), \((-1)^\,^r A^r e_{k-r-1} > 0\) and \((-1)^\,^r A^r e_{k-r} > 0\), then

\[
(A^r e_{k-r})^2 - (A^r e_{k-r+1})(A^r e_{k-r-1}) \geq (A^r e_{k-r})^2 - (A^r e_{k-r+1})(A^r e_{k-r-1}).
\]

**Proof.** The hypothesis implies by Theorem 3 in 2.15.1 that \((-1)^\,^r A^r e_{k-r+1} > 0\); this, together with the identity

\[
A^r e_{k-r} = a_{n+1} A^r e_{k-r-1} + A^r e_{k-r},
\]

implies (11).

Put \( x = a_{n+1} \) and

\[
f(x) = (A^r e_{k-r})^2 - (A^r e_{k-r+1})(A^r e_{k-r-1})
\]

\[
= (xA^r e_{k-r-1} + A^r e_{k-r})^2 - (xA^r e_{k-r-2} + A^r e_{k-r-1})(xA^r e_{k-r} + A^r e_{k-r+1}).
\]

Simple calculations and (7) show that \( f''(x) \geq 0 \). In particular, these calculations give

\[
f'(0) = A^r e_{k-r+1} A^r e_{k-r} - A^r e_{k-r+2} A^r e_{k-r+1} \geq 0,
\]

by the hypotheses and (7).

Hence if \( x \geq 0 \), \( f'(x) \geq 0 \), which implies \( f(x) \geq f(0) \), but this is just (12).

In particular if \( v = 0 \) the hypotheses are automatically satisfied and (12) reduces to \( e_{k-r}^2 - e_{k-r+1}^2 \geq e_{k-r}^2 - e_{k-r+1}^2 \).

### 2.15.3 Concavity of Certain Functions Involving the Elementary Symmetric Functions

The results in this Subsection due to Marcus and Lopes, McLeod and Whiteley (see [16], [17], [7] and [11]) are much deeper.

Let us introduce the following notations: if there exists a number \( \lambda \) such that \( a_j = \lambda b_j \), \( j \geq 1 \), write \( a \sim b \); if this is not the case, write \( a \sim b \); \( a' \) means the sequence \( a \) with the term \( a_i \) omitted.

**Theorem 1.** If \( 1 \leq \,^p \leq r \leq n \), then

\[
\left( \frac{e_r(a+b)}{e_{r-\,^p}(a+b)} \right)^{1/\,^p} \geq \left( \frac{e_r(a)}{e_{r-\,^p}(a)} \right)^{1/\,^p} + \left( \frac{e_r(b)}{e_{r-\,^p}(b)} \right)^{1/\,^p},
\]

with equality if and only if \( a \sim b \) or \( r = 1, \,^p = 1 \). In addition \( e_r(a)/e_r(a) \) is an increasing function of each \( a_i \).
Proof. First suppose that (1) is known when \( p = 1 \). Then
\[
\left( \frac{e_r(a + b)}{e_{r-p}(a + b)} \right)^{1/p} = \left( \prod_{j=1}^{p} \frac{e_{r-j+1}(a + b)}{e_{r-j}(a + b)} \right)^{1/p} \geq \left( \prod_{j=1}^{p} \frac{e_{r-j+1}(a)}{e_{r-j}(a)} + \frac{e_{r-j+1}(b)}{e_{r-j}(b)} \right)^{1/p},
\]
by (1) with \( p = 1 \). From this, using Theorem 10 of [2], we get
\[
\left( \frac{e_r(a + b)}{e_{r-p}(a + b)} \right)^{1/p} \geq \left( \prod_{j=1}^{p} \frac{e_{r-j+1}(a)}{e_{r-j}(a)} \right)^{1/p} + \left( \prod_{j=1}^{p} \frac{e_{r-j+1}(b)}{e_{r-j}(b)} \right)^{1/p} = \left( \frac{e_r(a)}{e_{r-p}(a)} \right)^{1/p} + \left( \frac{e_r(b)}{e_{r-p}(b)} \right)^{1/p}.
\]
If \( f(a_1, \ldots, a_n) = \frac{e_r(a)}{e_{r-p}(a)} \), then
\[
f'_i(a_1, \ldots, a_n) = \frac{e_{r-p}(a) e_{r-1}(a_i') - e_r(a) e_{r-p-1}(a_i')}{e_{r-p}^2(a)} = \frac{e_{r-p}(a_i') e_{r-1}(a_i') - e_r(a_i') e_{r-p-1}(a_i')}{e_{r-p}^2(a)}.
\]
Hence by Corollary 1 of 2.15.1, \( f'_i(a_1, \ldots, a_n) \geq 0 \), which proves the last part of the theorem.

It remains to consider (1) with \( p = 1 \). We may clearly assume \( r \geq 2 \) and \( a \sim b \), and let us write
\[
g_r(a) = \frac{e_r(a)}{e_{r-1}(a)}, \quad q_r(a, b) = g_r(a + b) - g_r(a) - g_r(b).
\]
Then
\[
q_2(a, b) = \sum_{i=1}^{n} \frac{a_i B_n - b_i A_n}{2 A_n B_n (A_n + B_n)},
\]
where \( A_n = \sum_{i=1}^{n} a_n \), \( B_n = \sum_{i=1}^{n} b_n \). This proves (1) in the case \( r = 2 \), so let us assume \( r > 2 \).

The following identities are easily demonstrated.
\[
re_r(a) = \sum_{i=1}^{n} a_i e_{r-1}(a_i'), \quad e_r(a) = a_i e_{r-1}(a_i') + e_r(a_i'),
\]
\[
(n - r) e_r(a) = \sum_{i=1}^{n} e_r(a_i'), \quad re_r(a) = A_n e_r(a) - \sum_{i=1}^{n} a_i^2 e_{r-2}(a_i').
\]
From these we easily deduce that
\[ rg_r(a) = A_n - \sum_{i=1}^{n} \frac{a_i^2}{a_i + g_{r-1}(a_i')} \]
and
\[ q_r(a, b) = \frac{1}{r} \sum_{i=1}^{n} \left( \frac{a_i^2}{a_i + g_{r-1}(a_i')} + \frac{b_i^2}{b_i + g_{r-1}(b_i')} - \frac{(a_i + b_i)^2}{a_i + b_i + g_{r-1}(a_i' + b_i')} \right). \]

We now complete the proof by induction on \( r \). By the induction hypothesis
\[ g_{r-1}(a_i' + b_i') > g_{r-1}(a_i') + g_{r-1}(b_i') \]
unless \( a_i' \sim b_i' \), in which case we have equality. Suppose first that for some \( i \) we have \( a_i' \sim b_i' \); then
\[ (2) q_r(a, b) > \frac{1}{r} \sum_{i=1}^{n} \frac{a_i^2}{a_i + g_{r-1}(a_i')} + \frac{b_i^2}{b_i + g_{r-1}(b_i')} - \frac{(a_i + b_i)^2}{a_i + b_i + g_{r-1}(a_i' + b_i')}, \]

\[ = \frac{1}{r} \sum_{i=1}^{n} \frac{(a_i g_{r-1}(b_i') - b_i g_{r-1}(a_i')^2}{(a_i + g_{r-1}(a_i'))(b_i + g_{r-1}(b_i'))} \frac{(a_i + b_i + g_{r-1}(a_i' + b_i'))(a_i + b_i + g_{r-1}(a_i') + g_{r-1}(b_i')).} \]

Now suppose that \( a_i' \sim b_i' \) for every \( i \) when (2) is an equality; suppose in fact that \( a_i' = \lambda_i b_i' \). Then
\[ (a_i g_{r-1}(b_i') - b_i g_{r-1}(a_i'))^2 = (a_i - \lambda_i b_i')^2 g_{r-1}(b_i')^2. \]

Hence since \( a \sim b \) this last expression is positive; and so in all cases \( q_r(a, b) > 0 \).

**Corollary 1.** If \( 1 \leq r \leq n \), then
\[ e_r(a + b)^{1/r} \geq e_r(a)^{1/r} + e_r(b)^{1/r}, \]
with equality only when \( r = 1 \) or \( a \sim b \).

**Proof.** This is just the case \( r = \rho \) of Theorem 1.

**Remark 1.** This last result has been extended to Whiteley means [7]:
\[ T_n^{k,s} (a + b)^{1/k} \geq T_n^{k,s} (a)^{1/k} + \left( T_n^{k,s} (b)^{1/k} \right) \]
if \( s > 0 \); the inequality being reversed if \( s < 0 \).

**Remark 2.** Since \( E_n^{[r]}(a) = \sum_{i_1 + \cdots + i_n = r} a_{i_1}^{i_1} \cdots a_{i_n}^{i_n} \), this concept, and the corresponding mean is capable of considerable generalization [7]. One such generalization has been studied by R. F. Muirhead [2], p. 44, and more recently by G. Bekishev [18]. Their results are mainly concerned with the comparability of the various means they define.
One of the generalizations mentioned in Remark 2 is the complete elementary function, 
\[ c_r = c_r(a) = C_n^{[r]}(a) = \sum_{i_1 + \cdots + i_n = r} a_{i_1}^{i_1} \cdots a_{i_n}^{i_n}. \]
A generalization of the \( r \)-th symmetric mean is:
\[ D_r(n)(a) = D_n^{[r]}(a) = \frac{c_n^{[r]}(a)}{\binom{r + n - 1}{n - 1}}. \]

The case \( s = -1 \) of (3) shows that
\[ \left( C_n^{[r]}(a + b) \right)^{1/r} \leq \left( C_n^{[r]}(a) \right)^{1/r} + \left( C_n^{[r]}(b) \right)^{1/r}. \]

This result has also been proved by J. B. McLeod [17]. It would be of interest to obtain a more direct proof of this last inequality. J. B. McLeod [17], and K. V. Menon [19], have conjectured that a result similar to Theorem 1 should hold for the complete elementary functions. Certain other results have been obtained by K. V. Menon [19]; in particular the following analogue of Corollary 1, and Theorem 3 in 2.15.1.

**Theorem 2.** If \( r < s \) then: 1° \( c_r c_{s-1} > c_{r-1} c_s \), 2° \( c_r^{1/r} > c_s^{1/s} \).

**Proof.** Let \( a = (a_1, \ldots, a_{n+1}) \) and \( \bar{a} = (a_1, \ldots, a_n) \); then it follows easily that
\[ c_r = \sum_{j=0}^{r} a_{n+1}^{r-j} c_j \quad (c_0 = 1 \text{ and } \bar{c}_r = c_r(\bar{a})). \]

Hence
\[ c_r c_{s-1} - c_{r-1} c_s = \sum_{j=0}^{r-1} a_{n+1}^{j} (\bar{c}_{s-1-j} - \bar{c}_{r-1-j} \bar{c}_s) + a_{n+1}^{r} \sum_{j=r}^{s-1} \bar{c}_{s-1-j}. \]

From this identity 1° can be obtained by a proof by induction on \( n \), since clearly the result holds when \( n = 1 \).

2° follows from 1° in the usual way since 1° implies that
\[ c_r^2 - c_{r-1} c_{r+1} > 0. \]

We also quote some other results from the paper [19] of K. V. Menon:
\[ \frac{C_n^{[r]}(a + b)}{C_n^{[r-1]}(a + b)} \leq \frac{C_n^{[r]}(a)}{C_n^{[r-1]}(a)} + \frac{C_n^{[r]}(b)}{C_n^{[r-1]}(b)} \]
for \( r = 1 \) and \( r = 2, n = 2 \) (in other cases a proof is not known);
\[ D_{r-1}(a) D_{r+1}(a) - D_r(a)^2 \geq 0 \]
for \( r = 1, 2, 3 \) (for \( r \geq 4 \) a proof is not known);
\[ D_{r-1}(a) D_{r+1}(a) - D_{r-2}(a) D_{r+2}(a) \geq 0 \]
for \( n = 2 \) (for \( n > 2 \) the inequality has not yet been proved).

References


2.16 Steffensen’s and Related Inequalities

This Section concerns a general inequality due to J. F. STEFFESEN [1], published in 1918. The Steffensen inequality does not appear in the book Inequalities by G. H. HARDY, J. LITTLEWOOD and G. PÓLYA, from 1934, which assembled almost all important inequalities.


The following result and its proof were given by Steffensen [1].

**Theorem 1.** Assume that two integrable functions \( f \) and \( g \) are defined on the interval \((a, b)\), that \( f \) never increases and that \( 0 \leq g(t) \leq 1 \) in \((a, b)\). Then

\[
\int_a^b f(t) \, dt \leq \int_a^{a+\lambda} f(t) \, dt \leq \int_a^b f(t) \, dt \leq \int_a^b f(t) \, dt,
\]

where

\[
\lambda = \int_a^b g(t) \, dt.
\]

**Proof.** The second inequality of (1) may be derived as follows:

\[
\int_a^b f(t) \, dt - \int_a^{a+\lambda} f(t) \, dt = \int_a^{a+\lambda} [1 - g(t)] \, dt - \int_a^b f(t) \, dt \\
\geq f(a + \lambda) \int_a^{a+\lambda} [1 - g(t)] \, dt - \int_a^b f(t) \, dt \\
= f(a + \lambda) \left[ \int_a^b g(t) \, dt - \int_a^{a+\lambda} g(t) \, dt \right] - \int_a^b f(t) \, dt \\
= f(a + \lambda) \left[ \int_a^b g(t) \, dt - \int_a^{a+\lambda} g(t) \, dt \right] - \int_a^b f(t) \, dt \\
= \int_a^b g(t) \, dt \left[ f(a + \lambda) - f(t) \right] \, dt \\
\geq 0.
\]
The first inequality of (1) can be proved similarly. However, the second inequality of (1) implies the first.

Indeed, let \( G(t) = 1 - g(t) \) and \( A = \int_a^b G(t) \, dt \). Note that \( 0 \leq G(t) \leq 1 \) if \( 0 \leq g(t) \leq 1 \) in \((a, b)\). Then

\[
(3) \quad b - a = \lambda + A.
\]

Suppose the second inequality of (1) holds. Then

\[
\int_a^b f(t) \, G(t) \, dt \leq \int_a^{a+\lambda} f(t) \, dt,
\]
i.e.,

\[
\int_a^b f(t) \, [1 - g(t)] \, dt \leq \int_a^{b-\lambda} f(t) \, dt,
\]
i.e.,

\[
\int_a^b f(t) \, dt - \int_a^{b-\lambda} f(t) \, dt \leq \int_a^b f(t) \, g(t) \, dt,
\]
i.e.,

\[
\int_a^{b-\lambda} f(t) \, dt \leq \int_a^b f(t) \, g(t) \, dt,
\]
which is the first inequality of (1).

**Remark 1.** ROY O. DAVIES has communicated to us the following interesting proof of the second inequality of (1).

The function \( H(x) \), defined by

\[
H(x) = \int_a^x f(t) \, dt - \int_a^x f(t) \, g(t) \, dt,
\]
is zero when \( x = a \) and has a positive derivative:

\[
H'(x) = f \left( a + \int_a^x g(t) \, dt \right) g(x) - f(x) g(x) \geq 0
\]
since \( a + \int_a^x g(t) \, dt \leq x \), because of the hypothesis \( 0 \leq g(t) \leq 1 \), and thus

\[
f \left( a + \int_a^x g(t) \, dt \right) \geq f(x)
\]
as \( f \) is decreasing.

This holds for smooth functions, and can be extended to others by the usual approximations.

T. HAYASHI, in [2], generalized inequality (1) slightly by taking the condition

\[
0 \leq g(t) \leq A \quad (A \text{ is a constant } > 0)
\]
Instead of $0 \leq g(t) \leq 1$, and proved that

$$A \int_{b-\lambda}^{b} f(t) \, dt \leq \int_{a}^{b} f(t) \, g(t) \, dt \leq A \int_{a}^{a+\lambda} f(t) \, dt,$$

where

$$\lambda = \frac{1}{A} \int_{a}^{b} g(t) \, dt.$$

Some slight generalizations of the Steffensen inequality were given by Meidell [3].

In [4], J. F. Steffensen used the second inequality of (1) to derive a generalization of Jensen's inequality for convex functions. He proved the following

**Theorem 2.** If $f$ is a convex function and $x_k (k = 1, \ldots, n)$ never decreases, and if $c_k (k = 1, \ldots, n)$ satisfies the conditions

$$0 \leq \sum_{k=\nu}^{n} c_k \leq \sum_{k=1}^{n} c_k \quad (\nu = 1, \ldots, n), \text{ with } \sum_{k=1}^{n} c_k > 0,$$

then

$$f \left( \frac{\sum_{k=1}^{n} c_k x_k}{\sum_{k=1}^{n} c_k} \right) \leq \frac{\sum_{k=1}^{n} c_k f(x_k)}{\sum_{k=1}^{n} c_k}.$$

(4)

This inequality is evidently more general than Jensen's inequality [5] since the numbers $c_k (k = 1, \ldots, n)$ need not necessarily be positive.

A corresponding inequality for integrals was also given:

**Theorem 3.** If $f$ is a convex function, $g$ never increases and $h$ satisfies

$$0 \leq \int_{0}^{1} h(x) \, dx \leq \int_{0}^{1} h(x) \, dx, \text{ with } 0 \leq \theta \leq 1, \text{ and } \int_{0}^{1} h(x) \, dx > 0,$$

then

$$f \left( \frac{\int_{0}^{1} h(x) g(x) \, dx}{\int_{0}^{1} h(x) \, dx} \right) \leq \frac{\int_{0}^{1} h(x) f(g(x)) \, dx}{\int_{0}^{1} h(x) \, dx}.$$

(5)

T. Hayashi in [6] obtained an upper bound for the right-hand sides in (4) and (5).

Assuming that $f(t) \to 0$, for $t \to +\infty$, and that $f$ is integrable in $(0, +\infty)$, J. F. Steffensen [7] applied (1) to deduce the following
inequalities:
\[
\sum_{k=0}^{+\infty} (-1)^k f(kx) < \int_0^{+\infty} f(t) \cos t \, dt < \sum_{k=0}^{+\infty} (-1)^k f(kx),
\]
\[
\sum_{k=0}^{+\infty} (-1)^k f\left((k + \frac{1}{2})\pi\right) < \int_0^{+\infty} f(t) \sin t \, dt < f(0) + \sum_{k=0}^{+\infty} (-1)^k f\left((k + \frac{1}{2})\pi\right).
\]

J. F. Steffensen also gave more precise inequalities in terms of
\[
g(x) = \int_0^{x+1} f(t) \, dt.
\]

It should be noticed that R. Bellman, in [8], refers to Steffensen's paper [7] from 1947, as a source of inequality (1) but not to paper [1] from 1918, nor [4] from 1919, though this inequality was published for the first time in 1918. This is probably the reason why R. Bellman does not mention theorems 2 and 3, in his paper [8], or monograph [9], published in cooperation with E. F. Beckenbach.

R. Bellman [8] gave the following proof of Steffensen's inequality (1) requiring \( f \) to be nonnegative.

Assuming that there does not exist an interval on which \( f(t) = 0 \), define the function \( u \) by the equality
\[
(6) \quad \int_a^s f(t) g(t) \, dt = \int_a^s f(t) \, dt,
\]
whence \( u(a) = a \), and
\[
(7) \quad \int_a^{s+h} f(t) g(t) \, dt = \int_a^s f(t) \, dt \quad (a < s + h < b).
\]

Let \( h > 0 \). Then (6) and (7) yield
\[
\int_s^{s+h} f(t) g(t) \, dt = \int_{u(s)}^{u(s+h)} f(t) \, dt.
\]

This equality is valid only if \( u(s + h) \geq u(s) \), i.e., if \( u \) is increasing. Since \( 0 \leq g(t) \leq 1 \) and \( f(t) \geq 0 \) \((0 < t < b)\), we have
\[
(8) \quad 0 \leq \int_a^s f(t) g(t) \, dt \leq \int_a^s f(t) \, dt \quad (a < s < b).
\]

From (6) and (8) it follows that
\[
\int_a^s f(t) \, dt \leq \int_a^s f(t) \, dt,
\]
whence \( u(s) \leq s \).
Starting from (6) and (7), we obtain
\[ \left| \int_{a}^{u(s+h)} f(t) \, dt - \int_{a}^{u(s)} f(t) \, dt \right| = |u(s+h) - u(s)| \cdot \mu \]
\[ = \left| \int_{a}^{s+h} f(t) \, g(t) \, dt - \int_{a}^{s} f(t) \, g(t) \, dt \right| = \int_{a}^{s+h} f(t) \, g(t) \, dt \]
\[ \leq |h| f(a), \]
where
\[ \inf f(t) \leq \mu \leq \sup f(t) \]
for \( t \in [s, s+h] \) if \( h > 0 \) or \( t \in [s+h, s] \) if \( h < 0 \).

This proves the continuity of \( u \).

By differentiation equality (6) gives
\[ f(u) \frac{du}{ds} = f(s) \, g(s) \quad \text{(almost everywhere)}, \]
whence
\[ \frac{du}{ds} = \frac{f(s)}{f(u)} \, g(s) \leq g(s), \]
taking account of the fact that \( u(s) \leq s \) and that \( f(s) \) is decreasing. Hence
\[ \int_{a}^{s} \frac{du}{ds} \leq \int_{a}^{s} g(s) \, ds, \]
i.e.,
\[ u(s) \leq a + \int_{a}^{s} g(s) \, ds. \]

(6) and (9) yield the right-hand inequality of (1).

Using the same procedure, R. Bellman, in [8], also established one of, as he points out, many possible generalizations of Steffensen's inequality. His generalization reads:

**Theorem 4.** Let \( f \) be a nonnegative and monotone decreasing function in \([a, b]\) and \( f \in L^p [a, b] \), and let \( g \) be a nonnegative and monotone increasing function in \([a, b]\) and \( \int_{a}^{b} g(t)^q \, dt \leq 1 \), where \( p > 1 \) and \( 1/p + 1/q = 1 \).

Then
\[ \left( \int_{a}^{b} f(t) \, g(t) \, dt \right)^{p} \leq \int_{a}^{a+\lambda} f(t)^{p} \, dt, \]
where
\[ \lambda = \left( \int_{a}^{b} g(t) \, dt \right)^{p}. \]
Remark 2. In connection with the formulation of Theorem 4 see [24].

Bellman’s paper [8] from 1959 was preceded by a series of notes in which various inequalities, actually all of the Steffensen type, are established. These were given in the following.

G. Szegö [10] proved in 1950 the following result:

**Theorem 5.** If \( a_1 > a_2 > \cdots > a_{2m-1} > 0 \) and \( f \) is a convex function in \([0, a_1]\), then
\[
\sum_{k=1}^{2m-1} (-1)^{k-1} f(a_k) \geq f\left( \sum_{k=1}^{2m-1} (-1)^{k-1} a_k \right).
\]

In 1952, H. F. Weinberger [11] proved Theorem 5 for the function \( x \mapsto f(x) = x^r \ (r > 1) \), namely

**Theorem 6.** If \( a_1 \geq \cdots \geq a_n \geq 0 \), then
\[
\sum_{k=1}^{n} (-1)^{k-1} a_k \geq \left( \sum_{k=1}^{n} (-1)^{k-1} a_k \right)^r \ (r > 1).
\]

In 1953, R. Bellman [12] proved a generalized version of Theorem 6:

**Theorem 7.** Let \( a_1 \geq \cdots \geq a_n \geq 0 \) and let \( f \) be a convex function on \([0, a_1]\), with \( f(0) \leq 0 \). Then
\[
\sum_{k=1}^{n} (-1)^{k-1} f(a_k) \geq f\left( \sum_{k=1}^{n} (-1)^{k-1} a_k \right).
\]

We note that the condition \( f(0) \leq 0 \) cannot be relaxed if there is an even number of terms, but may be omitted if \( n \) is odd, as given in Theorem 5.

E. M. Wright [13] in 1954 pointed out that Theorem 7 is a consequence of Theorem 108 in [14], p. 89, which reads:

**Theorem 8** (Majorization theorem). The conditions
\[
x_1 \geq \cdots \geq x_n, \ y_1 \geq \cdots \geq y_n,
\]
\[
\sum_{i=1}^{k} x_i \leq \sum_{i=1}^{k} y_i \quad \text{for} \quad k = 1, \ldots, n - 1,
\]
and
\[
\sum_{i=1}^{n} x_i = \sum_{i=1}^{n} y_i
\]
are necessary and sufficient in order that for every convex function \( f \),
\[
\sum_{i=1}^{n} f(x_i) \leq \sum_{i=1}^{n} f(y_i).
\]

A proof of this theorem is given in Theorem 1 of 2.24.
M. Biernacki [15] in 1953 proved:

**Theorem 9.** If \( a_1 \geq \cdots \geq a_n > 0, b_1 \geq \cdots \geq b_n > 0, \ldots, h_1 \geq \cdots \geq h_n > 0 \) and \( p > 1 \), then
\[
(a_1^p + b_1^p + \cdots + h_1^p) - (a_2^p + b_2^p + \cdots + h_2^p) + \cdots + (a_n^p + b_n^p + \cdots + h_n^p) \\
\geq (a_1 - a_2 + \cdots \pm a_n)^p + (b_1 - b_2 + \cdots \pm b_n)^p + \cdots + (h_1 - h_2 + \cdots \pm h_n)^p.
\]
The inequality is reversed for \( 0 < p < 1 \).

This theorem is an immediate consequence of Theorem 6.

**Theorem 10.** Let \( f \) be a convex function for \( x > 0 \) and let \( f(0) = 0 \). Further, let
\[
0 \leq a_{i-1} \leq b_{i-1} \leq a_i \quad \text{for} \quad i = 2, \ldots, n,
\]
and
\[
0 \leq b_n, b_1 + \cdots + b_n \leq a_1 + \cdots + a_n.
\]
Then
\[
(f(a_1) + \cdots + f(a_n)) - (f(b_1) + \cdots + f(b_n)) \\
\geq f((a_1 + \cdots + a_n) - (b_1 + \cdots + b_n))
\]

H. D. Brunk [16] proved in 1956 a general result having as a corollary:

**Theorem 11.** Let \( f \) be a convex function on \([a, b]\), with \( f(0) \leq 0 \). Let \( b \geq a_1 \geq a_2 \geq \cdots \geq a_n \geq 0 \), and let \( 1 \geq h_1 \geq h_2 \geq \cdots \geq h_n \geq 0 \). Then
\[
\sum_{k=1}^{n} (-1)^{k-1} h_k f(a_k) \geq f \left( \sum_{k=1}^{n} (-1)^{k-1} h_k a_k \right).
\]

If \( h_1 = \cdots = h_n = 1 \), Theorem 11 reduces to Theorem 7.

I. Olkin [17] in 1959 proved:

**Theorem 12.** Let \( 1 \geq h_1 \geq \cdots \geq h_n \geq 0 \) and \( a_1 \geq \cdots \geq a_n \geq 0 \). Let \( F \) be a convex function on \([0, a_1]\). Then
\[
\left( 1 - \sum_{k=1}^{n} (-1)^{k-1} h_k \right) F(0) + \sum_{k=1}^{n} (-1)^{k-1} h_k F(a_k) \\
\geq F \left( \sum_{k=1}^{n} (-1)^{k-1} h_k a_k \right).
\]

This theorem can be obtained from Theorem 11. Indeed, put \( f(x) = F(x) - F(0) \). Then (12) becomes
\[
\sum_{k=1}^{n} (-1)^{k-1} h_k (F(a_k) - F(0)) \geq F \left( \sum_{k=1}^{n} (-1)^{k-1} h_k a_k \right) - F(0),
\]
which is precisely inequality (13).
Now, we shall prove that inequality (13) can be derived from the second inequality of (1). First, for \( t \in [0, a_1] \), put
\[
g(t) = \lambda_k \quad \text{for} \quad a_{k+1} < t \leq a_k \quad (k = 1, \ldots, n), \quad \text{with} \quad a_{n+1} = 0,
\]
where
\[
\lambda_1 = h_1, \quad \lambda_2 = h_1 - h_2, \ldots, \quad \lambda_n = h_1 - h_2 + \cdots + (-1)^{n-1} h_n,
\]
whence \( 0 \leq g(t) \leq 1 \) in \([0, a_1]\).

Since
\[
\lambda = \int_0^{a_1} g(t) \, dt = (a_1 - a_2) \lambda_1 + (a_2 - a_3) \lambda_2 + \cdots + (a_{n-1} - a_n) \lambda_{n-1} + a_n \lambda_n
\]
\[
= a_1 h_1 - a_2 h_2 + \cdots + (-1)^{n-1} a_n h_n,
\]
we have
\[
\lambda = \sum_{k=1}^{n} (-1)^{k-1} h_k a_k.
\]

Now, if \( F \) is a function with increasing first derivative \( F' \), then \( x \mapsto f(t) = -F'(t) \) is a decreasing function.

The functions \( g \) and \( f \), defined above, satisfy all the conditions which allow the application of Steffensen's inequality
\[
\int_a^b f(t) \, g(t) \, dt \leq \int_a^{a+\lambda} f(t) \, dt.
\]

Thus we have
\[
\int_0^{a_1} F'(t) \, g(t) \, dt \geq \int_0^\lambda F'(t) \, dt,
\]
i.e.,
\[
\sum_{k=1}^{n} (F(a_{k+1}) - F(a_k)) (h_1 - h_2 + \cdots + (-1)^{k-1} h_k) \geq F(\lambda) - F(0).
\]

This inequality is equivalent to inequality (13).

To the best of our knowledge, the following theorem was also proved for the first time by J. F. Steffensen (see [18], p. 141):

**Theorem 13.** Let \( g_1 \) and \( g_2 \) be functions defined on \([a, b]\) such that
\[
\int_a^x g_1(t) \, dt \geq \int_a^x g_2(t) \, dt \quad \text{for all} \quad x \in [a, b]
\]
and
\[
\int_a^b g_1(t) \, dt = \int_a^b g_2(t) \, dt.
\]
Let \( f \) be an increasing function on \([a, b]\), then
\[
\int_{a}^{b} f(x) \ g_1(x) \ dx \leq \int_{a}^{b} f(x) \ g_2(x) \ dx.
\]

If \( f \) is a decreasing function on \([a, b]\), then
\[
\int_{a}^{b} f(x) \ g_1(x) \ dx \geq \int_{a}^{b} f(x) \ g_2(x) \ dx.
\]

Proof. Put \( g(x) = g_1(x) - g_2(x) \) and \( G(x) = \int_{a}^{x} g(t) \ dt \). Then, by the above hypothesis,
\[
G(x) \geq 0 \quad (a \leq x \leq b) \quad \text{ and } \quad G(a) = G(b) = 0.
\]

Using the Stieltjes integral, we get
\[
\int_{a}^{b} f(t) \ g(t) \ dt = \int_{a}^{b} f(t) \ dG(t)
\]
\[
= f(t) \ G(t) \bigg|_{a}^{b} - \int_{a}^{b} G(t) \ df(t)
\]
\[
= - \int_{a}^{b} G(t) \ df(t).
\]

This proves Theorem 13.

M. Marjanović, in [19], considered the above inequality as a special case of a general inequality due to K. Fan and G. G. Lorentz [20] and used it to give the following short proof of (1).

Let \( g_2(x) = g(x) \), \( \lambda = \int_{a}^{b} g(x) \ dx \) and \( g_1(x) = 1 \) for \( x \in [a, a + \lambda] \) and \( g_1(x) = 0 \) for \( x \in [a + \lambda, b] \).

Then, we have
\[
\int_{a}^{a+\lambda} f(x) \ dx = \int_{a}^{b} f(x) \ g_1(x) \ dx \geq \int_{a}^{b} f(x) \ g(x) \ dx,
\]
which proves the second inequality in (1). One similarly derives the first inequality in (1).

P. Veress, in [21], used the technique of the Stieltjes integration to obtain an inequality containing the inequality in Theorem 13, as well as its discrete form.

Now, we shall state some results of Z. Ciesielski [22], related to Theorems 2 and 3 of Steffensen. Apparently Ciesielski was unaware of Steffensen's results.
Theorem 14. Let \( (p_i) \) denote a sequence of real numbers such that
\[
\sum_{i=1}^{k} p_i \geq 0 \quad \text{for} \quad k = 1, \ldots, n \quad \text{and} \quad \sum_{i=1}^{n} |p_i| > 0.
\]

Let \( x_i \in [0, a] \) (where \( a \) is a positive constant) for \( i = 1, \ldots, n \) and let \( x_1 \geq \cdots \geq x_n \). Further, let \( f \) and \( f' \) be convex functions in \([0, a]\) and let \( f(0) \leq 0 \). Then
\[
f \left( \frac{\sum_{i=1}^{n} p_i x_i}{\sum_{i=1}^{n} |p_i|} \right) \leq \frac{\sum_{i=1}^{n} p_i f(x_i)}{\sum_{i=1}^{n} |p_i|}.
\]

Theorem 15. Let the function \( g \) be nonincreasing in \([\alpha, \beta]\) and let \( a \geq g(t) \geq 0 \) in \([\alpha, \beta]\). Let \( f \) and \( f' \) be convex in \([0, a]\) and let \( f(0) \leq 0 \). Further, let \( p \) be a function integrable in the Lebesgue sense in \([\alpha, \beta]\), such that
\[
\int_{\alpha}^{x} p(t) \, dt \geq 0 \quad \text{for} \quad x \in [\alpha, \beta] \quad \text{and} \quad \int_{\alpha}^{\beta} |p(t)| \, dt > 0.
\]

Then
\[
f \left( \frac{\int_{\alpha}^{\beta} p(t) g(t) \, dt}{\int_{\alpha}^{\beta} |p(t)| \, dt} \right) \leq \frac{\int_{\alpha}^{\beta} p(t) f(g(t)) \, dt}{\int_{\alpha}^{\beta} |p(t)| \, dt}.
\]

In the same paper analogous results were given for functions of two variables and applications were made to establish generalizations of Čebyšev's and Bieracki's inequalities [15].

Remark 3. R. P. Boas, inspired by a paper of D. S. Mitrinović [see: Univ. Beograd. Publ. Elektrotehn. Fak. Ser. Mat. Fiz. No. 247–273, 1–14 (1969)], has proved that Theorems 14 and 15 are corollaries of Theorems 2 and 3 in a stronger form: all that is needed on \( f \) is that \( f \) is convex and \( f(0) \leq 0 \). This is a private communication, which has not yet been published. P. R. Boas has also obtained some interesting results concerning Theorems 2 and 3.

R. Apery in his short note [23] which contains no references, proved a variant of Steffensen's inequality. His result reads:

Theorem 16. Let \( f \) be a decreasing function in \((0, +\infty)\). Let \( g \) be a measurable function in \([0, +\infty)\) such that \( 0 \leq g(x) \leq A \) (\( A \) is a constant \( \neq 0 \)). Then
\[
\int_{0}^{+\infty} f(x) \, g(x) \, dx \leq A \int_{0}^{\lambda} f(x) \, dx,
\]
where
\[
\lambda = \frac{1}{A} \int_{0}^{+\infty} g(x) \, dx.
\]
R. Apéry, in his elegant proof, starts from the identity
\[ \int_0^\infty f(x) \, g(x) \, dx = A \int_0^\lambda f(x) \, dx - \int_0^\lambda [A - g(x)] \, [f(x) - f(\lambda)] \, dx \]
\[ - \int f(x) \, [f(\lambda) - f(x)] \, dx. \]

Steffensen’s inequalities (1) follow immediately if we use Apéry’s idea, namely if we start from the identities
\[ \int_a^{a+\lambda} f(t) \, dt - \int_a^b f(t) \, g(t) \, dt \]
\[ = \int_a^{a+\lambda} [f(t) - f(a + \lambda)] \, [1 - g(t)] \, dt + \int_a^{a+\lambda} [f(a + \lambda) - f(t)] \, g(t) \, dt \]
and
\[ \int_a^b f(t) \, g(t) \, dt - \int_{b-\lambda}^b f(t) \, dt \]
\[ = \int_a^{b-\lambda} [f(t) - f(b - \lambda)] \, g(t) \, dt + \int_{b-\lambda}^b [f(b - \lambda) - f(t)] \, [1 - g(t)] \, dt. \]

Finally, we notice that E. K. Godunova and V. I. Levin [24] have recently obtained a general result which contains Steffensen’s inequality (1). This, once again, affirms the importance of this inequality which arises from various other inequalities.

We believe that it would be more appropriate to speak in [24] of a generalization of Steffensen’s inequality, rather than a general inequality which contains Steffensen’s inequality as a particular case.

Also related to the Steffensen inequality are references [25] and [26].

Remark 4. Though the Steffensen inequality is not included in the source book for inequalities [14], in recent time it is cited even in books dedicated to university studies, as for example, in [27], p. 83, and [28], p. 50. It should be noted that Steffensen’s inequality can be found in Bourbaki [29], J. Dieudonné [28], p. 50, gave the Steffensen inequality in the following form:

Let \( f \) and \( g \) be two piecewise continuous functions on \( [a, b] \) such that \( f \) is decreasing and \( 0 \leq g(t) \leq 1 \) on \( [a, b] \). Putting
\[ \lambda = \int_a^b g(t) \, dt, \]
we have
\[ \int_{b-\lambda}^b f(t) \, dt \leq \int_a^b f(t) \, g(t) \, dt \leq \int_a^{a+\lambda} f(t) \, dt, \]
with equality holding only if \( f \) is a constant on \( [a, b] \) or if \( g \) is equal to 0 or to 1 in all its points of continuity.
References

25. Boggio, T., and F. Giaccardi: Compendio di matematica attuariale. 2nd ed., Torino, pp. 180—208. (The year of publication is not printed on the book, but the references in the book indicate that it was not published before 1953.)
2.17 Schur's Inequality

Theorem 1. If $x$, $y$, $z$ are positive numbers and if $\lambda$ is real, then

$$x^\lambda(x - y) (x - z) + y^\lambda(y - z) (y - x) + z^\lambda(z - x) (z - y) \geq 0,$$

with equality if and only if $x = y = z$.

This is I. Schur's inequality (see [1], p. 64; [2], p. 217, and [3]—[7]). Among various generalizations, the widest seems to be that due to U. C. Guha [8], which may be formulated as follows.

Theorem 2. If $a$, $b$, $c$, $u$, $v$, $w$ are positive real numbers, and

$$\frac{1}{a^p} + \frac{1}{c^p} \leq \frac{1}{b^p},$$

$$\frac{1}{u^{p+1}} + \frac{1}{w^{p+1}} \geq \frac{1}{v^{p+1}},$$

then, if $p > 0$,

$$abc - vca + wab \geq 0.$$

If $-1 < p < 0$, the inequalities (3) and (4) must be reversed; if $p < -1$ the inequalities (2) and (3) must be reversed. In each case there is equality in (4) if and only if there is equality in (2) and (3) and also

$$\frac{a^{p+1}}{u^p} = \frac{b^{p+1}}{v^p} = \frac{c^{p+1}}{w^p}.$$

Proof. When $p > 0$, it follows from Hölder's inequality that

$$\left[ \frac{1}{a^{p+1}} \frac{1}{(uc)^{p+1}} + \frac{1}{c^{p+1}} \frac{1}{(wa)^{p+1}} \right]^{p+1} \leq (uc + wa) \left( \frac{1}{a^p} + \frac{1}{c^p} \right)^p,$$

in other words

$$ac \left( \frac{1}{u^{p+1}} + \frac{1}{w^{p+1}} \right)^{p+1} \leq (uc + wa) \left( \frac{1}{a^p} + \frac{1}{c^p} \right)^p,$$

and (4) follows immediately by (2) and (3). The other cases are dealt with similarly, and the conditions for equality can be read off from those for Hölder's inequality.
Derivation of Theorem 1. We may suppose without loss of generality that $0 \leq z \leq y \leq x$. In Theorem 2 put $\beta = 1$, $a = x - z$, $b = y - z$, $c = x - y$, $u = x^{\lambda}$, $v = y^{\lambda}$, $w = z^{\lambda}$, then (4) becomes (1). Condition (2) holds with equality, and (3) holds because

$$w^{\lambda/2} \geq v^{\lambda/2} \text{ or } w^{\lambda/2} \geq u^{\lambda/2}$$

according as $\lambda \geq 0$ or $\lambda \leq 0$.

SCHUR's inequality was partially generalized in another direction by K. S. AMUR [9], whose result (for the case $n = 5$) was completed as follows by A. OPPENHEIM and ROY O. DAVIES [10].

Theorem 3. The necessary and sufficient conditions on a set of $n$ ($\geq 3$) real constants $a_1, \ldots, a_n$ for the inequality

$$\Sigma = \sum_{i=1}^{n} a_i (x_i - x_1) \cdots (x_i - x_{i-1}) (x_i - x_{i+1}) \cdots (x_i - x_n) \geq 0$$

(5)

to hold for all real numbers $x_1, \ldots, x_n$ satisfying $x_1 \geq \cdots \geq x_n$ are that

for $n = 3$:

$$a_1 \geq 0, \quad a_2 \leq (a_1^{1/2} + a_3^{1/2})^2, \quad a_3 \geq 0,$$

for $n \geq 4$:

$$a_2 \leq a_1, \quad (-1)^n(a_{n-1} - a_n) \geq 0, \quad (-1)^{k+1} a_k \geq 0,$$

where $1 \leq k \leq n$, $k = 2, n - 1$.

(For $n = 5$, $a_1 = \cdots = a_5 = 1$, and $x_4 = x_5 = 0$, (5) becomes SCHUR's inequality for $\lambda = 2$.)

Proof for $n = 3$. Sufficiency. This is immediate from the identity

$$\Sigma = [a_1^{1/2}(x_1 - x_2) - a_3^{1/2}(x_2 - x_3)]^2$$

$$+ [(a_1^{1/2} + a_3^{1/2})^2 - a_2] (x_1 - x_2) (x_2 - x_3),$$

(7)

which incidentally also shows when equality can occur in (5).

Necessity. Putting $x_1 > x_2 = x_3$ or $x_1 = x_2 > x_3$ in (5) gives the necessity of the conditions $a_1 \geq 0, a_3 \geq 0$; that of the other condition then follows from (7) upon choosing $x_1 - x_2 : x_2 - x_3 = a_1^{1/2} : a_3^{1/2}$.

Proof for $n \geq 4$. Sufficiency. If the conditions are satisfied, then the first two terms in $\Sigma$ have the sum

$$a_1 (x_1 - x_2) \cdots (x_1 - x_n) + a_2 (x_2 - x_1) \cdots (x_2 - x_n)$$

$$= (x_1 - x_2) [a_1 (x_1 - x_3) \cdots (x_1 - x_n) - a_2 (x_2 - x_3) \cdots (x_2 - x_n)],$$

which is nonnegative if $a_1 \geq 0 \geq a_2$, or $a_1 \geq a_2 \geq 0$ and $x_1 - x_3 \geq x_2 - x_3 \geq 0, \ldots, x_1 - x_n \geq x_2 - x_n \geq 0$. A similar argument applies.
to the last two terms in \( \Sigma \); and each of the other terms is obviously nonnegative if (6) holds, since (with \( x_r - x_r \) omitted) \((x_r - x_1) \cdots (x_r - x_n) \geq 0 \) if \( r \) is odd, and \( \leq 0 \) if \( r \) is even, that is, it has the same sign as \( a_r \).

**Necessity.** If (6) implies (5), then putting \( x_1 > x_2 > x_3 = \cdots = x_n \) and dividing by \( x_1 - x_2 \) yields that
\[
a_1(x_1 - x_3) \cdots (x_1 - x_n) - a_2(x_2 - x_3) \cdots (x_2 - x_n) \geq 0,
\]
and by continuity this also holds for \( x_1 \geq x_2 \geq x_3 = \cdots = x_n \). Putting \( x_1 > x_2 = x_3 \) now gives the necessity of the condition \( a_1 \geq 0 \), while putting \( x_1 = x_2 > x_3 \) gives that of the condition \( a_1 \geq a_2 \). A similar argument applies to \( a_{n-1} \) and \( a_n \); and the condition on \( a_r \) for \( 3 \leq r \leq n - 2 \) is obtained at once upon putting
\[
x_1 = \cdots = x_{r-1} > x_r > x_{r+1} = \cdots = x_n.
\]

A. Oppenheim and Roy O. Davies [10] also noted the following as an immediate corollary.

**Theorem 4.** The necessary and sufficient conditions on a set of \( n (\geq 3) \) real constants \( a_1, \ldots, a_n \) for the inequality (5) to hold for all real numbers \( x_1, \ldots, x_n \) are that

for \( n = 3 \):
\[
0 \leq a_i \leq a_j^{1/2} + a_k^{1/2} \quad \text{for every permutation } ijk \text{ of } 123,
\]

for \( n = 4 \) and \( n = 6 \):
\[
a_1 = \cdots = a_n = 0,
\]

for \( n = 5 \):
\[
a_1 = \cdots = a_5 \geq 0.
\]

**References**

2.18 Turán’s Inequalities

Let \( z_1, \ldots, z_n \) and \( b_1, \ldots, b_n \) be arbitrary complex numbers such that \( z_k \neq 0 \ (k = 1, \ldots, n) \) and \( b_1 + \cdots + b_n = 0 \). For any integer \( m \geq -1 \) we define

\[
Q = \max_{r=m+1, \ldots, m+n} \left| \frac{b_1z_1^r + \cdots + b_nz_n^r}{\sum_{k=1}^{n} |z_k|^r} \right|.
\]

In his book [1] P. Turán was interested in finding a lower estimate for \( Q \) which is independent of the \( b_k \)'s and \( z_k \)'s. P. Turán ([1], p. 40) found that

\[ Q \geq \left( \frac{n}{2e(m+n)} \right)^n. \tag{1} \]

This estimate was improved by I. Dancs [2] to

\[ Q \geq \frac{1}{2e} \left( \frac{n}{2e(m+n)} \right)^{n-1}. \tag{2} \]

V. Sós-Turán and P. Turán [3] proved that the constant \( 2e \) in (1) could not be replaced by a number less than \( 4/\pi \).

The best possible estimate was found by E. Makai [4] and somewhat later by N. G. de Bruijn [5]:

\[ Q \geq \left( \sum_{k=0}^{n-1} 2^k \binom{m+k}{k} \right)^{-1}. \tag{3} \]

It seems that estimate (1) (or (2)) is more suitable for applications than (3).

From the fact that the estimate (3) is the best possible, from (1) we deduce that

\[ \sum_{k=0}^{n-1} 2^k \binom{m+k}{k} \leq \left( \frac{2e(m+n)}{n} \right)^n. \]

Result (1) is known as "the first main theorem of Turán". We quote an application of this theorem (see P. Turán: Acta Math. Acad. Sci. Hung. 20, 357–360 (1969)):

"Let \( a > b \) and \( c > 0 \), and let \( y(t) \) be an arbitrary complex-valued solution of the differential equation

\[ y^{(n)} + a_1y^{(n-1)} + \cdots + a_ny = 0, \tag{4} \]

where the \( a_k \)'s are arbitrary complex constants. Let all the zeros of the corresponding characteristic equation of (4) lie in the half-plane \( \Re z \geq L \). Then the inequality

\[ \int_a^b \left| y(t) \right|^2 dt \geq \left( \frac{c}{2e(2a - 2b + c)} \right)^n e^{-2(a-b+c) \Re \int_b^{b+c/2} \left| y(t) \right|^2 dt} \]

holds."

Another theorem of P. Turán ([1], p. 47) is the following:
Let \(z_1, \ldots, z_n\) and \(b_1, \ldots, b_n\) be arbitrary complex numbers such that 
\[
1 = |z_1| \geq |z_2| \geq \cdots \geq |z_n|.
\]
Then there exists a constant \(A\), independent of \(m\) and \(n\), such that
\[
\max_{r=m+1, \ldots, m+n} \left| \sum_{k=1}^{n} b_k z_k^r \right| \geq \left( \frac{n}{A (m + n)} \right)^n \min_{r=1, \ldots, n} |b_1 + \cdots + b_r|.
\]

V. Sós-Turán and P. Turán [3] have proved that \(1.32 \leq A \leq 24\).
S. Uchiyama [6] has shown that \(e \leq A \leq 8e\). E. Makai [4] proved that \(A \geq 2e/\log 2\). Finally, E. Makai [7] showed by an ingenious example that \(A \geq 4e\).

In a previous paper [8] E. Makai proved that the exponent \(n\) in (6) can be replaced by \(n - 1\).

In [8] E. Makai established the following inequality:
If \(z_0 = b_0 = 1\) and \(b_1, \ldots, b_n\) are arbitrary complex numbers, then
\[
\inf_{b_k} \max_{r=m, \ldots, m+n} |b_0 z_0^r + b_1 z_1^r + \cdots + b_n z_n^r| \geq \frac{|z_1 - 1| |z_2 - 1| \cdots |z_n - 1|}{|s_0| + |s_1| + \cdots + |s_n|},
\]
where the \(s_k\)'s are the elementary symmetric functions of \(z_1, \ldots, z_n\).

Improving a theorem of Turán ([1], p. 27), F. V. Atkinson [9] proved the following result:
If \(z_1, \ldots, z_{n-1}\) are arbitrary complex numbers such that \(|z_k| \leq 1\) \((k = 1, \ldots, n-1)\) and \(z_n = 1\), then
\[
\max_{r=1, \ldots, n} |z_1^r + \cdots + z_n^r| > \frac{1}{6}.
\]

In a technical report [10] F. V. Atkinson has shown that the lower bound \(1/6\) could be raised to \(1/3\), but this result is not the best possible. In [11] V. F. Atkinson has given an improved version of the results from [10]. He demonstrated, in fact, that the lower bound \(\pi/8\) is valid for a large range of values \(n\), and that this bound is good at least for \(n < 1.6 \cdot 10^8\). For large values of \(n\), Atkinson obtained a lesser lower bound, the root of a given transcendental equation.

Let us denote
\[
M_n = \min_{|z_k| \leq 1} \max_{r=1, \ldots, n} |z_1^r + \cdots + z_n^r|,
\]
where the minimum is taken over all \(z_1, \ldots, z_{n-1}, z_n\) satisfying \(|z_k| \leq 1\) \((k = 1, \ldots, n-1)\) and \(z_n = 1\). It is easy to show that \(M_2 = \sqrt{3 - \sqrt{5}}\) and that this minimum is attained only for
\[
z_1 = \frac{\sqrt{5} - 1}{2} \exp \left( \pm \frac{2\pi i}{3} \right).
\]
It was proved by S. Uchiyama [12] that
\[ M_n > (1 - \varepsilon) \frac{\log \log n}{\log n} \]
for arbitrarily small \( \varepsilon > 0 \) and \( n > n_0(\varepsilon) \).

J. Ławrinowicz [13] proved that \( M_n \) in (8) can be defined also by
\[ M_n = \min_{z_k} \max_{r=1,\ldots,n} |z'_1 + \cdots + z'_r|, \]
where \( z_n = 1 \) and the minimum is taken over all complex numbers \( z_1, \ldots, z_{n-1} \).

An application: if \( A \) is an \( n \times n \) matrix, then all its eigenvalues are contained in the disc
\[ |z| \leq 3 \max_{r=1,\ldots,n} |\text{tr}A^r|^{1/r}. \tag{9} \]

J. W. S. Cassels [14] considered the case, where \( r \) ranges over the values 1, \ldots, 2n - 1. He proved that
\[ \max_{r=1,\ldots,2n-1} |z'_1 + \cdots + z'_r| \geq 1, \quad \text{if} \quad \max_{k=1,\ldots,n} |z_k| = 1. \tag{10} \]

As an application of (10), the disc (9) can be replaced by
\[ |z| \leq \max_{r=1,\ldots,2n-1} |\text{tr}A^r|^{1/r}. \]

In [15] P. Turán proved the following proposition:
Let \( z_1, \ldots, z_n \) be complex numbers such that \( \max |z_k| = 1 \). Let
\[ M_n = \min_{z_k} \max_{r=1,\ldots,n} |s_r|, \]
where the minimum is taken over all \( z_k \) satisfying the additional restrictions \( s_1 = s_2 = \cdots = s_{\lfloor n/2 \rfloor} = 0 \) and \( s_r = z'_1 + \cdots + z'_n \).

Then, for \( n = 2m + 1 \),
\[ M_{2m+1} \leq \left( \sum_{r=m+1}^{2m+1} \frac{1}{r} \right)^{-1}, \]
with equality if and only if \( z_k \) are the roots of the equation
\[ \left( \sum_{r=m+1}^{2m+1} \frac{1}{r} \right) z^{2m+1} - \sum_{r=m+1}^{2m+1} \frac{z^{2m+1-r}}{r} = 0. \]

Let \( z_1, \ldots, z_n \) be arbitrary complex numbers not all zeros and
\[ s_k = z'_1 + \cdots + z'_n \quad (k = 1, 2, \ldots). \]
Let further \( m = \max_{1 \leq i \leq n} |z_i| \) and \( M = \max_{1 \leq k \leq n} |s_k/n|^{1/k} \).

J. D. Buckholtz proved in [16] that
\[ \frac{\sqrt{2} - 1}{2} < \frac{M}{m} \leq 1, \]
where both bounds are the best possible.
Another result of J. D. Buckholtz [17], with the same notations, is: If $\lambda > -1$ and $n$ is an integer greater than $(6 + 3\lambda)^3$, then

$$\sum_{k=1}^{n} k^{\lambda} |s_k| > \frac{1 + \lambda}{2} \log n,$$

where the constant $(1 + \lambda)/2$ is the best possible.

The papers [18] and [19] are also related to problems exposed in this Section.

Remark. J. M. Geysel, R. Tijdeman and A. J. van der Poorten have also obtained some interesting extensions of certain results exposed above [see detailed reviews in Zentralblatt für Mathematik 179, 70–73 (1970)].
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2.19 Benson's Method

D. C. Benson has given an elementary method for proving inequalities and using it deduced a large number of known classical inequalities. This method is contained in the following:

1° Start from a suitably chosen algebraic inequality and use it to show that an expression which contains a function together with its derivatives is nonnegative.

2° To both sides of the inequality add something which is, for example, an exact derivative.

3° Integrate both sides of the inequality to obtain the wanted inequality.

The main results obtained by D. C. Benson by this method are contained in the following two theorems.

Theorem 1. Let \( u(x), P(u, x), G(u, x) \) be continuously differentiable functions and let \( P(u, x) > 0 \). Then, the following inequality holds

\[
\int_{a}^{b} \left( Pu'^{2n} + (2n - 1) P^{2n-1} G_u^{2n-1} + 2nG_x \right) dx \geq 2n \left( G(u(b), b) - G(u(a), a) \right),
\]

where \( G_u = \frac{\partial}{\partial u} G(u, x), G_x = \frac{\partial}{\partial x} G(u, x). \)

Equality holds if and only if \( u' = (G_u/P)^{1/2n-1}. \)

Remark. For the sake of brevity in this Section we write, for example, \( P^{-1} \) for \( 1/P \).

Proof. 1° Start from the following algebraic inequality

\[
x^{2n} - 2nx + 2n - 1 \geq 0,
\]

which is true for every real \( x \) and \( n = 1, 2, \ldots \) (see 3.3.24), equality holding if and only if \( x = 1 \).

Put \( x = u'(P/G_u)^{1/(2n-1)} \) in (2). After multiplying by \( P^{-1/2n-1} G_u^{2n-1} \) which is positive, we get

\[
Pu'^{2n} + (2n - 1) P^{2n-1} G_u^{2n-1} - 2nu'G_u \geq 0.
\]

2° Add to both sides of the last inequality the following expression:

\[
2n \frac{d}{dx} (G(u(x), x)).
\]

3° Integrate from \( a \) to \( b \). Inequality (1) results, equality holding if and only if \( x = 1 \) in (2), i.e., \( u' = (G_u/P)^{1/(2n-1)}. \)
Theorem 2. Let \( u \) be twice continuously differentiable, \( P(u', u, x), G(u', u, x) \) continuously differentiable functions and \( P(u', u, x) > 0 \). Then the following inequality holds

\[
\int_a^b \left( P u''^2 + G_u^2, P^{-1} + 2u'G_u + 2G_x \right) dx \\
\geq 2G\{u'(b), u(b), b\} - 2G\{u'(a), u(a), a\},
\]

where the same abbreviations are used as in Theorem 1.
Equality holds if and only if \( u'' = G_u, P^{-1} \).

Theorems 1 and 2 also hold under less restrictive conditions.
Inequalities (1) and (3) contain a number of known inequalities. We shall show how Wirtinger's inequality can be obtained from (1).

Let \( u \) be a continuously differentiable periodic function of period \( 2\pi \) and let \( m = \inf u(x), M = \sup u(x) \).
Further, let \( m = u(x_2), M = u(x_2), (0 \leq x_2 - x_2 \leq 2\pi) \).
Putting in (1) \( P(u, x) = 1, n = 1 \) and assuming that \( x_2 < x_1 \),

\[
G(u, x) = - \int_M^u \left( (M - u)(u - m) \right)^{1/2} du \\
\quad \quad (x_2 \leq x \leq x_1),
\]

\[
= \int_M^u \left( (M - u)(u - m) \right)^{1/2} du \\
\quad \quad (x > x_1 \text{ or } x < x_2),
\]

we get the following two inequalities

\[
\int_{x_1}^{x_1 + 2\pi} \left( u'^2 + (M - u)(u - m) \right) dx \geq -2 \int_M^m \left( (M - u)(u - m) \right)^{1/2} du \\
= \frac{\pi(M - m)^2}{4}
\]

and

\[
\int_{x_1}^{x_1 + 2\pi} \left( u'^2 + (M - u)(u - m) \right) dx \geq -2 \int_M^m \left( (M - u)(u - m) \right)^{1/2} du \\
= \frac{\pi(M - m)^2}{4}.
\]

From those inequalities we obtain

\[
\int_0^{2\pi} \left( u'^2 - \left( u - \frac{M + m}{2} \right)^2 \right) dx \geq 0.
\]

If additionally we assume \( \int_0^{2\pi} u \, dx = 0 \), we have

\[
\int_0^{2\pi} \left( u'^2 - u^2 \right) dx \geq \frac{\pi(M + m)^2}{2}.
\]
Since the right-hand side of this inequality is always positive, as a special case we obtain WIRTINGER's inequality (see 2.23.1).

Let us now state a useful special case of (1) which can then be applied to prove WEYL's inequality.

Let \( u \) and \( g \) be continuously differentiable. Then

\[
(4) \quad \int_a^b \left( u'^2 + (g'(x) + g(x)^2) u^2 \right) dx \geq u(b)^2 g(b) - u(a)^2 g(a).
\]

Equality holds if and only if \( u' = ug(x) \).

Inequality (4) can be directly obtained from (1) by putting \( n = 1, P = 1 \) and \( G(u, x) = \frac{1}{2} u^2 g(x) \).

WEYL's inequality can be proved in the following way. Replace \( g(x) \) in (4) by \( \lambda g(x) \). (4) then becomes

\[
\lambda^2 \int_a^b g(x)^2 u^2 \, dx - \lambda \left( u(b)^2 g(b) - u(a)^2 g(a) - \int_a^b g'(x) u^2 \, dx \right) + \int_a^b u'^2 \, dx \geq 0.
\]

Since this inequality holds for every real \( \lambda \), the discriminant of the above quadratic polynomial in \( \lambda \) must be nonpositive, i.e.

\[
\left( \int_a^b g'u^2 \, dx + u(a)^2 g(a) - u(b)^2 g(b) \right)^2 \leq 4 \int_a^b g^2 u^2 \, dx \int_a^b u'^2 \, dx.
\]

Putting in the last inequality \( g(x) = x, a = 0 \) and letting \( b \) tend to infinity, we get WEYL's inequality:

\[
\left( \int_0^\infty u^2 \, dx \right)^2 \leq 4 \int_0^\infty x^2 u^2 \, dx \int_0^\infty u'^2 \, dx,
\]

provided that the above integrals exist.

D. C. BENOSSON has cited a number of inequalities which are special cases of Theorems 1 and 2. Some of them are listed below:

1° Let \( u \) be a differentiable periodic function of period \( L \) and let \( m = \inf u(x), M = \sup u(x) \). Then

\[
\int_0^L \left( u'^2 + (M - u)^2 \right) dx \geq 4(M - m)^\alpha + \beta + 1 \frac{\Gamma(\alpha + 1) \Gamma(\beta + 1)}{\Gamma(\alpha + \beta + 2)},
\]

where \( \alpha > -\frac{1}{2} \) and \( \beta > -\frac{1}{2} \).

2° Let \( u \) be a differentiable periodic function of period \( L \). Let \( m = \inf u(x), M = \sup u(x) \). Then

\[
\int_0^L \left( u'^{2n} + (2n - 1) (u - m)^n (M - u)^n \right) dx \geq \frac{\pi n (2n)!}{(n!)^2 2^{4n-2}} (M - m)^{2n},
\]

where \( n \) is a natural number.
Remark 1. The author — D. C. Benson — has communicated to us in a letter that the condition for the equality in this inequality, stated in his paper, is not correct. The same holds for some other inequalities established by D. C. Benson and concerning conditions for the equality. See also the comments in Zentralblatt für Mathematik 146, 75–76 (1968) by P. R. Beesack, related to the paper of D. C. Benson.

Generalization. Let \( u \) be an \( n \)-times continuously differentiable function, \( P(u^{(n-1)}, \ldots, u, x) \) and \( G(u^{(n-1)}, \ldots, u, x) \) be continuously differentiable functions and let \( P > 0 \). Then

\[
\int_a^b \left( P(u^{(n)})^{2m} + (2m - 1) \frac{1}{P^{1/2}} G^{2m-1} \right) \, dx \\
\geq 2m \left( G(u^{(n-1)}(b), \ldots, u(b), b) - G(u^{(n-1)}(a), \ldots, u(a), a) \right).
\]

Equality holds if and only if \( u^{(n)} = \left( \frac{1}{P} G_u^{(n-1)} \right)^{1/(2m-1)} \).

The proof of the above inequality is similar to the proof of Theorem 1. The only difference lies in the fact that \( x \) in (2) is replaced by

\[
u^{(n)} \left( \frac{P}{G_u^{(n-1)}} \right)^{1/(2m-1)}.
\]

Remark 2. It would be desirable if the elegant Benson method were further developed, since the very first applications indicate its fruitfulness and give nice results.
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2.20 Recurrent Inequalities of Redheffer

Definition 1. Let \( D_k \) \((k = 1, \ldots, n)\) be given sets and let

\[
f_k = f_k(a_1, \ldots, a_k) \quad \text{and} \quad g_k = g_k(a_1, \ldots, a_k)
\]

be real-valued functions defined for \( a_1 \in D_1, \ldots, a_n \in D_n \).

Inequality

\[
\mu_1 f_1 + \cdots + \mu_n f_n \leq g_1 + \cdots + g_n,
\]

where \( \mu_k \) are real parameters, will be called recurrent if and only if there exist functions \( F_k(\mu) \) such that

\[
\sup_{u_k \in D_k} (\mu f_k - g_k) = F_k(\mu) f_k \quad (k = 1, \ldots, n; f_0 = 1).
\]
This definition is due to R. Redheffer. For recurrent inequalities R. Redheffer [1] has proved the following theorem:

**Theorem 1.** The recurrent inequality of the above definition holds for all \( a_k \in D_k \) if and only if there exists a sequence of real numbers \( \delta_k \) such that \( \delta_1 \leq 0, \delta_{n+1} = 0, \) and

\[
\mu_k = F_k^{-1}(\delta_k) - \delta_{k+1} \quad (k = 1, \ldots, n).
\]

\( F_k^{-1}(\delta) \) denotes one of the solutions of the equation \( F_k(\mu) = \delta. \)

**Proof.** We shall prove the above theorem by induction on \( n \). Clearly the theorem holds for \( n = 1 \). Suppose that it is true for \( n - 1 \). The inequality will hold for \( n \) if and only if it holds for the unfavourable choices of \( a_n \), assuming that the other variables are constant. Since the inequality is recurrent, using the induction hypothesis, we get the relations of the theorem for \( k \leq n - 2 \) together with

\[
F_n(\mu_n) + \mu_{n-1} = F^{-1}_{n-1}(\delta_{n-1}).
\]

Defining \( \delta_n = F_n(\mu_n) \) we see that the theorem is valid for \( n \), which completes the proof.

Using Theorem 1, various generalizations of known inequalities can be obtained. We illustrate this by an example.

Start from the following inequality

\[
(1) \quad \mu_1 G_1 + \cdots + \mu_n G_n \leq \lambda_1 a_1 + \cdots + \lambda_n a_n,
\]

where \( \lambda_k > 0 \) are given numbers, \( G_k \) is the geometric mean of \( a_1, \ldots, a_k \) and \( \mu_k \) are parameters which will be determined so as to make the inequality (1) hold for all \( a_k > 0 \). Inequality (1) is recurrent. To see this, start from the identity

\[
\mu G_k - \lambda a_k = G_{k-1}(\mu t - \lambda t^k),
\]

where \( t^k = \frac{a_k}{G_{k-1}}, k > 1 \) and \( \lambda = \lambda_k \). We therefore get

\[
F_k(\mu) = (k - 1) \lambda^{1-k} \left( \frac{\mu}{k} \right)^{1-k} \quad (\mu \geq 0),
\]

\[
= 0 \quad (\mu < 0).
\]

Therefore \( F_1(\mu) = 0 \) for \( \mu \leq \lambda_1 \) and \( F_1(\mu) = +\infty \) for \( \mu > \lambda_1 \). Since \( F_k(\mu) \geq 0 \) implies \( \delta_k \geq 0 \), put

\[
\delta_k = (k - 1) \beta_k^{1-k}.
\]

We then get

\[
\mu_k = k (\lambda_k \beta_k^{1/k} - \beta_k^{1/k+1}),
\]

where \( \beta_k \) are arbitrary real numbers such that \( \beta_1 \leq 1, \beta_k \geq 0, \beta_{n+1} = 0. \)
Putting $\beta_k = e^{t(k-1)}$ ($t > 0$), by LAGRANGE's theorem we have

$$k(\beta_k^{1/k} - \beta_{k+1}^{1/k}) > -te^t.$$

Supposing that not all $a_k$ are zero and putting $\lambda_k = 1$, we get

$$G_n < A_n e^{-t} + t \frac{G_1 + \cdots + G_n}{n},$$

where $A_n$ is the arithmetic and $G_n$ the geometric mean of the numbers $a_k$ ($k = 1, \ldots, n$).

For $t = \frac{G_n}{G} - 1$, where $G = \frac{1}{n}(G_1 + \cdots + G_n)$, we get the following inequality:

$$e(a_1 + \cdots + a_n) \geq e^{G_n/G} \cdot nG.$$

Since $e^{G_n/G} > 1$, we obtain T. CARLEMAN's inequality [2]:

$$G_1 + \cdots + G_n < e(a_1 + \cdots + a_n).$$

Similarly, the following inequality can be obtained

$$\sum_{k=1}^{n} A_k^{1/p} + \frac{n}{1-p} A_n^{1/p} < (1 - p)^{-1/p} \sum_{k=1}^{n} a_k^{1/p},$$

where $A_k$ is the arithmetic mean of the numbers $a_1, \ldots, a_k$. This inequality is a generalization of HARDY's inequality [3].

From the above theorem the following inequality can also be deduced

$$a(a_1^2 + \cdots + a_n^2) \leq a_1^2 + (a_2 - a_1)^2 + \cdots + (a_n - a_{n-1})^2 + b a_n^2,$$

which is valid if and only if there is a number $\theta \left(0 \leq \theta < \frac{\pi}{n}\right)$, such that

$$a \leq 2(1 - \cos \theta) \quad \text{and} \quad b \geq 1 - \frac{\sin(n + 1)\theta}{\sin n\theta}.$$

In the special case when $\theta = \frac{\pi}{n + 1}$ we get the inequality proved by K. FAN, O. TAUSSKY and J. TODD [4]. For $\theta = \frac{\pi}{2n + 1}$, another inequality proved by the same authors can also be deduced.
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2.21 Cyclic Inequalities

This Section is concerned with the cyclic inequality

\[
\frac{x_1}{x_2 + x_3} + \frac{x_2}{x_3 + x_4} + \cdots + \frac{x_{n-1}}{x_n + x_1} + \frac{x_n}{x_1 + x_2} \geq \frac{n}{2},
\]

where

\[
x_i \geq 0, \ x_i + x_{i+1} > 0 \quad (x_{n+1} = x_1, \ i = 1, \ldots, n),
\]

and its generalizations and variations.

The challenge of inequality (1) has recently evoked lively interest among mathematicians, as may be seen from the historical sketch which follows.

As will be seen, at the present time, the only undecided cases of (1) are \(n = 11, 12, 13, 15, 17, 19, 21, 23, 25\).

The simplest case for \(n = 3\) of this inequality appeared in the literature in 1903 [1] though it is possible that it is not its first appearance.

In 1954 H. S. Shapiro [2] raised the question of proving (1) for all \(n = 3, 4, \ldots\). In 1956 a partial answer [3] to this question was obtained. Namely, the editors of the American Mathematical Monthly noted that M. J. Lighthill succeeded in proving that (1) is not true for \(n = 20\). The editors also announced that H. S. Shapiro submitted the proof of (1) for \(n = 3\) and 4, and C. R. Phelps for \(n = 5\). The counterexample of M. J. Lighthill was published in detail in [4].

In 1958 L. J. Mordell [5] has proved that (1) is true for \(n = 3, 4, 5, 6\). There is a short note [6] by A. Zulauf appended to this paper of Mordell. In this note he gave a counterexample by which he proved that (1) does not hold for \(n = 14\). This result implies that (1) is not true for even \(n \geq 12\). Indeed, if we put

\[
f_n(x_1, \ldots, x_n) = \frac{x_1}{x_2 + x_3} + \frac{x_2}{x_3 + x_4} + \cdots + \frac{x_{n-1}}{x_n + x_1} + \frac{x_n}{x_1 + x_2},
\]

then the following functional identity holds

\[
f_{n+2}(x_1, \ldots, x_n, x_n, x_{n+1}, x_{n+2}) = f_n(x_1, \ldots, x_n) + 1.
\]

Hence, if (1) is false for some \(n\), then it is also false for \(n + 2\).

Another counterexample for \(n = 14\) was given later, in 1960, by M. Herschorn and J. E. L. Peck [7].

All these counterexamples are of the same kind. Namely, if we set \(n = 2m\), \(x_{2k} = a_k e\), \(x_{2k-1} = 1 + b_k e\) \((k = 1, \ldots, m)\), and \(e\) is sufficiently small and positive, then

\[
f_{2m}(x_1, \ldots, x_{2m}) = m + qe^2 + O(e^3) \quad (e \to 0),
\]

where \(q\) is a quadratic form in \(a_k\) and \(b_k\). If \(m = 7\) then \(a_k \geq 0\) and \(b_k\) can be found such that \(q < 0\). For instance, in the counterexample by
Zulauf we have

\[(a_1, \ldots, a_7) = (7, 6, 5, 2, \theta, 1, 4),\]
\[(b_1, \ldots, b_7) = (7, 4, 1, 0, 1, 4, 6)\] and \(q = -2\).

Dina Gladys S. Thomas [8] has proved that, for \(n = 8, 10, 12\), \(q\) is a positive definite quadratic form in \(a_k\) and \(b_k\). Hence, in these cases there does not exist a counterexample of this kind.

Let us define

\[\mu(n) = \inf_{x_1 \geq 0} f_n(x_1, \ldots, x_n), \quad \lambda(n) = \frac{\mu(n)}{n}.\]

Identity (3) implies that

\[(4) \quad \mu(n + 2) \leq \mu(n) + 1.\]

In 1958 R. A. Rankin [9] has proved that there exists \(\lambda = \lim_{n \to +\infty} \lambda(n)\) and

\[(5) \quad \lim_{n \to +\infty} \lambda(n) = \inf_{n \geq 1} \lambda(n).\]

He also proved that \(\lambda < 1/2 - 7 \cdot 10^{-8}\), which implies that (1) is false for sufficiently large \(n\). In his later paper [10] he proved that \(\lambda > 0.33\).

The upper bound for \(\lambda\) was improved by A. Zulauf [11]. He proved that \(\lambda < 0.49950317\). In the same note he proved that (1) does not hold for \(n = 53\), i.e., \(\lambda(53) < 1/2\). This and (4) imply that \(\lambda(n) < 1/2\) for odd \(n \geq 53\).

L. J. Mordell [12] has proved that (1) holds for \(n = 7\) if besides (2) we have

\[(6) \quad x_1 \geq x_7 \geq x_2 \geq x_8, \quad x_4 \geq x_2, \quad x_1 \geq x_3.\]

K. Goldberg informed L. J. Mordell in his letter of February 9, 1960, that he has checked (1) for \(n = 7\) and he found it to be true for 300000 pseudo-random values of \(x_k\).

A. Zulauf [13] remarked that the supplementary inequalities (6) are very restrictive. He proved that if \(n\) positive random numbers are chosen, then the probability that (1) is satisfied is at least 1/2. This is implied by the inequality

\[f_n(x_1, \ldots, x_n) + f_n(x_n, x_{n-1}, \ldots, x_1) \geq n.\]

The proof of the last inequality follows: If \(A_k = x_k + x_{k+1} (x_{k+n} = x_k)\), then

\[f_n(x_1, \ldots, x_n) + f_n(x_n, x_{n-1}, \ldots, x_1)\]
\[= \sum_{k=1}^{n} \frac{x_k + x_{k+1}}{A_{k+1}} = \sum_{k=1}^{n} \frac{A_k - A_{k+1} + A_{k+2}}{A_{k+1}}\]
\[= -n + \sum_{k=1}^{n} \frac{A_k}{A_{k+1}} + \sum_{k=1}^{n} \frac{A_{k+2}}{A_{k+1}} \geq n.\]
since
\[ \sum_{k=1}^{n} \frac{A_k}{A_{k+1}} \geq n, \quad \sum_{k=1}^{n} \frac{A_{k+2}}{A_{k+1}} \geq n. \]

P. H. Diananda [14] has obtained the following result: If (2) is satisfied and \( x_{m+1}, \ldots, x_{m+n} \) \( (x_{k+n} = x_k) \) is monotone for some natural number \( m \), then (1) is true.

The bounds for \( \lambda \) were improved by P. H. Diananda in [15] and [16]. Namely, he proved that

\[ 0.461238 < \lambda < 0.499197. \]

In 1963 D. Ž. Đoković [17] proved that (1) is true for \( n = 8 \). P. H. Diananda [18] and B. Bašanski [19] have proved independently of each other that this result of Đoković implies that (1) is true for \( n = 7 \). More generally, they proved that

\[ (7) \quad \mu(2m) \leq \mu(2m - 1) + \frac{1}{2}. \]

P. Nowosad [20] has proved that (1) holds for \( n = 10 \). Therefore, according to (7), inequality (1) holds also for \( n = 9 \).

P. H. Diananda [18] has also proved that (1) does not hold for \( n = 27 \). The only undecided cases therefore are \( n = 11, 12, 13, 15, 17, 19, 21, 23, 25 \).

A. Zulauf [21] has proved that for the modified cyclic sum

\[ \sum x_k/(x_k + x_{k+1}) \]

the following inequalities hold

\[ 1 < \frac{x_1}{x_1 + x_2} + \frac{x_2}{x_2 + x_3} + \cdots + \frac{x_{n-1}}{x_{n-1} + x_n} + \frac{x_n}{x_n + x_1} < n - 1, \]

where \( x_1, \ldots, x_n \) \( (n \geq 3) \) are nonnegative, and all denominators positive. These bounds are the best possible.

Let \( x_1, \ldots, x_7 \) be any nonnegative numbers such that \( A_k = x_k + x_{k+1} \) \( (x_{k+7} = x_k) \) is positive for \( k = 1, \ldots, 7 \). In this case A. Zulauf [22] has proved the following inequalities

\[ \sum \frac{x_k}{A_{k+2}} \geq 3, \quad \sum \frac{x_k}{A_{k+4}} \geq 3, \quad \sum \frac{x_k}{A_{k+3}} \geq 2 \]

and some others. All bounds in (8) are the best possible. For instance, putting \( (x_1, \ldots, x_7) = (2t^2, t, 0, t^2, t^2, 0, 0) \), we obtain

\[ \sum \frac{x_k}{A_{k+3}} = 1 + \frac{2}{t} + \frac{2t}{2t + 1} \rightarrow 2 \quad (t \rightarrow + \infty). \]
In [5] L. J. Mordell conjectured that

\[(9) \quad \left( \sum_{i=1}^{n} x_i \right)^2 \geq k \sum_{i=1}^{n} x_i (x_{i+1} + \cdots + x_{i+m}),\]

where \(x_{n+1} = x_1,\) and \(x_1, \ldots, x_n\) are all nonnegative, \(n \geq m + 1\) and

\[k = \min \left( \frac{n}{m}, \frac{2m + 2}{m} \right).\]

He proved this assertion for \(n = m + 1, n = m + 2\) and for \(n \geq 2m.\)

It was remarked by T. Murphy that this conjecture does not hold for \(m = 4, n = 7.\) The best possible value of \(k\) is \(12/7,\) which is smaller than \(7/4.\)

In the same paper L. J. Mordell proved that the minimum values \(F_n, G_n\) of

\[F_n(x) = \sum_{i=1}^{n} (x_i^2 - 2x_i x_{i+1}) \quad (x_{n+1} = x_1),\]

\[G_n(x) = \sum_{i=1}^{n} x_i^2 - 2 \sum_{i=1}^{n-1} x_i x + \]

are

\[F_n = -\frac{1}{n} \quad (n = 3, 4, 5), \quad F_n = -\frac{1}{6} \quad (n \geq 6),\]

\[G_2 = 0, \quad G_3 = -\frac{1}{7}, \quad G_n = -\frac{1}{6} \quad (n \geq 4),\]

where \(x_i \geq 0 (i = 1, \ldots, n)\) and \(x_1 + \cdots + x_n = 1.\)

In [23] P. H. Diananda obtained interesting results concerning (9), namely: Let \(k(m, n)\) be the largest value of \(k,\) such that (9) holds. Then

1° \(k(m, n) = \frac{n}{m}\) if \(n \mid m + 2\) or \(2m\) or \(2m + 1\) or \(2m + 2,\)

or if \(n \mid m + 3\) and \(n = 8\) or \(9\) or \(12,\)

or if \(n \mid m + 4\) and \(n = 12,\)

\(k(m, n) < \frac{n}{m}\) otherwise;

2° \(k(m, n) = \frac{2m + 2}{n}\) if \(n > 2m + 2;\)

3° \(k(m, n) = \frac{12n}{n + 12m - 6}\) if \(n \mid 2m - 1\) and \(n > 6;\)

4° \(k(m, n) = \frac{k(m, n)}{1 + rk(m - rn, n)}\) if \(rn < m\) \((r = 1, 2, \ldots);\)

5° \(k(m, n + 1) \geq k(m, n) \geq k(m + 1, n).\)
V. J. D. BASTON [24] has complemented these results by the following:

1. \[ k(m, 2m - t) = \frac{4(t + 2)}{3t + 4} \text{ if } t \geq 3 \text{ and } m \geq \max \left( \frac{2t}{2}, \frac{3t}{2} + 2 \right); \]

2. \[ k(7, 11) \leq k(m, 2m - 3) \leq \frac{20}{13} \text{ for } m \geq 7; \]

3. \[ k(m, n) \leq \frac{2(r + 1) [(r + 1)(m + 1) - rn]}{(2r + 1) [(r + 1)m - rn] + 2r(r + 1)} \text{ if } m + 2 < n \leq 2m - 1 \text{ and } r \text{ is an integer such that } \frac{r + 2}{r + 1} \leq \frac{n}{m} < \frac{r + 1}{r}. \]

P. H. DIANANDA [25] also considered the following two inequalities

4. \[ \sum_{i=1}^{n} x_{i+1} + \cdots + x_{i+m} \geq \frac{n}{m}, \]

5. \[ \left( \sum_{i=1}^{n} x_i \right)^2 \geq \frac{n}{m} \sum_{i=1}^{n} x_i (x_{i+1} + \cdots + x_{i+m}), \]

where \( x_{n+k} = x_k \) and \( x_i > 0 \) \( i = 1, \ldots, n \), and proved the following results:

1. Inequality (10) is true if

2. \[ \sin \frac{r}{n} \pi \geq \sin (2m + 1) \frac{r}{n} \pi \quad (r = 1, \ldots, \left[ \frac{n}{2} \right]). \]

2. Inequality (10) is true if

3. \( n \mid m + 2 \) or \( 2m \) or \( 2m + 1 \) or \( 2m + 2 \).

3. If (12) is true, then inequality (11) holds.

4. If (13) is true, (12) is true.

In [26] P. H. DIANANDA obtained more general results, as for example,

\[ \inf_{x, y, z > 0} \left( \frac{x^2}{yz} + \frac{4y^2}{yz + 2x} + \frac{(x + 2z)^2}{2x + 2xy} \right) = 6. \]

Let \( x_i \ (i = 1, \ldots, n) \) be positive real numbers and \( x_{n+k} = x_k \). P. H. DIANANDA in three papers [16], [27], [28] respectively has proved the following results:

\[ \inf_{x_1, \ldots, x_n} \frac{4}{n} \sum_{i=1}^{n} \frac{x_i}{3x_{i+1} + x_{i+2} + \left| x_{i+1} - x_{i+2} \right|} = 2^s - s \quad (s = \frac{1}{n} \left\lfloor \frac{n}{3} \right\rfloor), \]

\[ \inf_{x_1, \ldots, x_n} \sum_{i=1}^{n} \frac{x_i^2}{x_{i+1}^2 + x_{i+1}^2 + x_{i+2}^2} = \left\lfloor \frac{n+1}{2} \right\rfloor, \]

\[ \sum_{i=1}^{n} \frac{x_i}{x_{i+1} + \cdots + x_{i+m}} \geq \frac{1}{m} \left\lfloor \frac{n + m - 1}{m} \right\rfloor \geq \frac{n}{m^2}. \]
Finally, we note the following cyclic inequality [29]

\[
\frac{x_1 + \cdots + x_k}{x_{k+1} + \cdots + x_n} + \frac{x_2 + \cdots + x_{k+1}}{x_{k+2} + \cdots + x_1} + \cdots + \frac{x_n + x_1 + \cdots + x_{k-1}}{x_k + \cdots + x_{n-1}} \geq \frac{n/k}{n-k},
\]

where \( x_1, \ldots, x_n \) are positive numbers, and \( n > k \geq 1 \).
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2.22 Inequalities Involving Derivatives

Let \( f \) be a real function, defined and bounded, together with its first \( n \) derivatives on \( R \), and let for \( k = 0, 1, \ldots, n \)
\[
M_k = \sup |f^{(k)}(x)| \quad (x \in R).
\]

G. H. Hardy and J. E. Littlewood initiated in 1914 the problem of determining the constant \( C_{n,k} \) for general \( n \) in the inequality
\[
M_k^n \leq C_{n,k} M_0^{n-k} M_k^k.
\]

J. Hadamard proved in 1914 that \( C_{n,1} \leq 2^{n-1} \) and, as a special case, obtained the inequality
\[
M_1^2 \leq 2M_0 M_2.
\]

The result \( C_{2,1} = \sqrt{2} \) also appears in a paper of E. Landau from 1913. Concerning the references of the problem in question, see an interesting review of paper [7] by R. P. Boas in Math. Reviews 1, 298 (1940).

G. E. Silov [1] solved the problem for some \( k \) and \( n \). In fact, he proved the following inequalities:
\[
\begin{align*}
M_1^2 & \leq 2M_0 M_2 & \text{for } k = 1 \text{ and } n = 2; \\
M_1^3 & \leq \frac{9}{8} M_0^2 M_3 & \text{for } k = 1 \text{ and } n = 3; \\
M_2^3 & \leq 3M_0 M_2^2 & \text{for } k = 2 \text{ and } n = 3; \\
M_1^4 & \leq \frac{512}{375} M_0^3 M_4 & \text{for } k = 1 \text{ and } n = 4; \\
M_2^4 & \leq \frac{6}{5} M_0 M_4 & \text{for } k = 2 \text{ and } n = 4; \\
M_2^5 & \leq \frac{125}{72} M_0^3 M_5 & \text{for } k = 2 \text{ and } n = 5,
\end{align*}
\]
the first of which is Hadamard’s inequality (1). These inequalities are the best possible. See also papers of A. M. Rodov, reviewed in Math. Reviews 8, 65 (1947) and 17, 716 (1956).

A. Gorny, unifying his results published in [2], [3] and [4], but in a somewhat modified form, proved in [5] the following result:

If \( f \) is an \( n \)-times differentiable function on a closed interval \( I \) of length \( \delta \), and if \( |f(x)| \leq M_0 \) and \( |f^{(n)}(x)| \leq M_n \), then for \( x \in I \) and for \( 0 < k < n \),
\[
|f^{(k)}(x)| \leq 4e^{2k} \binom{n}{k} M_0^{k} M_n^{k/n},
\]
while, at the midpoint of $I$, 
\[ |f^{(k)}(x)| \leq 16 (2e)^k M_0^{1-(k/n)} M_n^{k/n}, \]
where 
\[ M'_n = \max \{ M_n, M_0 n! \delta^{-n} \}. \]

If $I = (0, +\infty)$ or $(-\infty, +\infty)$, then $M'_n = M_n$ and for $(-\infty, +\infty)$ any point can be considered as the midpoint. He thus proved that 
\[ C_{n,k} \leq 16 (2e)^k. \]

The complete solution of the quoted problem was given by A. Kolmogoroff in [6] and [7] who proved that 
\[ C_{n,k} = K_{n-k}/K_n^{(n-k)/n}, \]
where 
\[ K_n = \frac{4}{\pi} \sum_{k=0}^{+\infty} \frac{(-1)^k}{(2k+1)^n+1} \text{ for } n \text{ even}, \]
and 
\[ K_n = \frac{4}{\pi} \sum_{k=0}^{+\infty} \frac{1}{(2k+1)^n+1} \text{ for } n \text{ odd}. \]

He also showed that $1 < C_{n,k} < \frac{\pi}{2}$ for all $n$ and $k$, and that $C_{n,n-1} \to \frac{\pi}{2}$ and $C_{n,1} \to 1$ both as $n \to +\infty$.

The same problem, determining $C_{n,k}$ in (1), was treated by S. B. Stečkin [8] for the interval $(0, +\infty)$. He proved that 
\[ a(n/k)^k \leq C_{n,k} \leq A(e^{2n/(4k)})^k, \quad 1 \leq k \leq n/2, \]
\[ a(n−k)^{-1/2} (n/(n−k))^{n−k} \leq C_{n,k} \leq A(2n/(n−k))^{n−k}, \quad n/2 \leq k < n, \]
where $a$ and $A$ are positive constants.

These inequalities present improvements and simplifications of inequalities obtained by V. M. Olovyanishnikov and A. P. Matorin which are discussed in [8].

Just recently, V. A. Dubovik and B. I. Korenbljum, in Mat. Zametki 5, 13—20 (1969), considered the problem of Hadamard and Kolmogoroff, with a complementary condition on the derivative $f^{(k)}(x)$.

Besides the ones cited above, there exist numerous inequalities which involve derivatives. We shall quote some of them.

If $f$ is an $n$-times differentiable function of the variable $t \in [a, b]$ and if $a_1, \ldots, a_n$ ($a \leq a_1 \leq \cdots \leq a_n \leq b$) are zeros of $f$, then for $a \leq t \leq b$ and for $k = 0, 1, \ldots, n-1$, 
\[ |f^{(k)}(t)| \leq \frac{1}{(n-k)!} (b-a)^{n-k} \max_{a \leq t \leq b} |f^{(n)}(t)|. \]


In the book [10] the following result is given without a proof:
Let \( f \) be an \( n \)-times differentiable real function defined in \((-1, 1)\) and such that \( |f(t)| \leq 1 \) in that interval. Let \( m_k(f) \) be the smallest value of \( |f^{(k)}(t)| \) in an interval \( J \) contained in \((-1, 1)\). If \( J \) is decomposed into three consecutive intervals \( J_1, J_2, J_3 \), and if \( J_2 \) has the length \( \mu \), then

\[
m_k(J) \leq \frac{1}{\mu} \left( m_{k-1}(J_1) + m_{k-1}(J_3) \right).
\]

From the above inequality follows

\[
m_k(J) \leq \frac{1}{2} \left( \frac{\text{const}}{\lambda^k} \right) \frac{k^k}{\lambda^k},
\]

where \( J \) has the length \( \lambda \).

Finally, we mention the following result due to G. Aumann [11].

If a complex function \( F(x) \) is in \( a \leq x \leq b \) twice continuously differentiable, and if it is not constant in any subinterval; furthermore, if \( F(a) = 0, F(b) = 2\gamma \geq 0 \) and \( \mu = \max_{a \leq x \leq b} |\text{Im} F(x)| > 0 \), then

\[
\min_{a \leq x \leq b} \left| \frac{F'(x)}{F''(x)} \right| \leq \max \left( \mu, \frac{\gamma^2 + \mu^2}{2\mu} \right).
\]
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2.23 Integral Inequalities Involving Derivatives

2.23.1 An Inequality Ascribed to Wirtinger

Let $f$ be a periodic real function with period $2\pi$ and let $f' \in L^2$. Then, if
\[ \int_0^{2\pi} f(x) \, dx = 0, \]
the following inequality holds
\[ \int_0^{2\pi} f(x)^2 \, dx \leq \int_0^{2\pi} f'(x)^2 \, dx \]
with equality if and only if $f(x) = A \cos x + B \sin x$, where $A$ and $B$ are constants.

Inequality (1) is known in the literature as Wirtinger's inequality (see [1] and [2]). As far as we know, the proof of W. Wirtinger was first published in 1916 in the book [3] of W. Blaschke.

However, inequality (1) was known before this, and with weaker conditions on the function $f$. For example, in 1905, E. Almansi [4] has proved that
\[ \int_a^b f'(x)^2 \, dx \geq \left( \frac{2\pi}{b-a} \right)^2 \int_a^b f(x)^2 \, dx, \]
under the condition that $f$ and $f'$ are continuous on the interval $(a, b)$, that $f(a) = f(b)$, and that $\int_a^b f(x) \, dx = 0$.

Those conditions were weakened, in 1911, by E. E. Levi [5] and, again in 1914, by L. Tonelli [6]. However, inequalities of the form (2), as well as more general inequalities, can be found even before Almansi's result. For example, in the book [7] of É. Picard the problem of finding the function $f$ which maximizes the expression
\[ \frac{\int_a^b p(x) f(x)^2 \, dx}{\int_a^b f'(x)^2 \, dx} \]
was considered, where $f$ and $f'$ are continuous functions, $f(a) = f(b)$ and where $p$ is a positive continuous function on $(a, b)$. This problem under other conditions was later considered by P. R. Beesack [8], of which we shall talk later.

Inequality (2) can be also found in the book [9] of J. Hadamard from 1910.
H. A. Schwärz in his paper [10] from 1885 has determined the maximum value of the quotient
\[
\frac{\int_T \rho(x, y) f(x, y)^2 \, dx \, dy}{\int_T \left( \left( \frac{\partial f}{\partial x} \right)^2 + \left( \frac{\partial f}{\partial y} \right)^2 \right) \, dx \, dy}.
\]

H. Poincaré [11] proved that the above quotient of Schwärz for \( \rho(x, y) \equiv 1 \) is less than \( 7l^2/24 \), where \( T \) is a convex region and \( f \) is a function such that \( \int_T f(x, y) \, dx \, dy = 0 \) and where \( l \) is the maximal chord of that region.

In the same article, H. Poincaré considered the analogous problem for a three-dimensional region and gave the estimate for the corresponding quotient.

E. E. Levi [12] studied the same quotient for the case \( \rho(x, y) \equiv 1 \) under somewhat different conditions and proved the following result:

If \( T \) is a convex region with respect to a point \( O \) whose minimum and maximum distance from the contour of \( T \) is \( l \) and \( L \) respectively, and if \( \int_T f(x, y) \, dx \, dy = 0 \), then this quotient is less than \( 1/K \) where \( K = \min \left( \frac{3l}{2L^3}, \frac{1}{13L^2} \right) \).

E. E. Levi [13] has proved a number of inequalities involving the same integrals as in (1), together with some other inequalities whose form is analogous to (1). Thus, for example, he proved the following result:

Let \( f \) be a function whose derivative is bounded on \((a, b)\), and such that \( f(a) = f(b) = 0 \). Furthermore, let \( |f(x)| \leq \alpha \). Divide the interval \((a, b)\) into two complementary measurable subsets \( k_1 \) and \( k_2 \). Then

\[
\int_a^b \frac{(b-a)^2}{8} \int_{k_1} f'(x)^2 \, dx + \alpha (b-a) \int_{k_2} |f'(x)| \, dx,
\]

\[
\int_a^b |f(x)| \, dx \leq \frac{(b-a)^2 + 8}{16} \int_{k_1} f'(x)^2 \, dx + \alpha \left( \frac{b-a}{2} + 1 \right) \int_{k_2} |f'(x)| \, dx.
\]

We have not succeeded in finding an older source than that from 1885. Actually, our attention was drawn to it by Professor M. Janet in our correspondence concerning the priority of Wirtinger’s inequality.

A. Pleijel [14] has proved that

\[
\int_0^{2\pi} f'(x)^2 \, dx \leq 2\pi \int_0^{2\pi} f(x)^2 \, dx - \left( \int_0^{2\pi} f(x) \, dx \right)^2
\]

\[
\leq 2\pi \int_0^{2\pi} f'(x)^2 \, dx,
\]
where \( f \) is a real function of period \( 2\pi \), with a second derivative in \( L^2 \).

The second inequality above is, in fact, an improvement of (2). This inequality was established earlier by M. Janet in [15] in a somewhat more general form.

Inspired by papers [15] and [16] of M. Janet, G. CIMMINO [17] has proved the following result: Let \( p < n \), and let the function \( f \) together with its first \( n-1 \) derivatives be continuous on \((a, b)\) with \( f(a) = f'(a) = \cdots = f^{(n-1)}(a) = f(b) = f'(b) = \cdots = f^{(n-1)}(b) = 0 \).

\[
\frac{\int_a^b f^{(n)}(x)^2 \, dx}{\int_a^b f^{(p)}(x)^2 \, dx} \geq \left( \frac{v_{n,p}}{b-a} \right)^{2n-2p},
\]

where \( v_{n,p} \) is the least positive zero of the Wronskian of \( n \) independent solutions of the equation

\[ f^{(2n)}(x) - (-1)^{n+p} f^{(2p)}(x) = 0. \]

Later, M. Janet, in papers [18] and [19] considered the problem of determining the minimum value of (3) explicitly.

The following result due to M. Janet ([18], [19]) is also interesting: Let \((C)\) be the curve described by the point whose Cartesian coordinates are

\[ \xi = \frac{t(1 + \cos t)}{t + \sin t}, \quad \eta = \frac{t^2 \frac{t}{t + \sin t} - \sin \frac{t}{t + \sin t}}{t + \sin t} \quad (0 \leq t \leq \pi), \]

and

\[ \xi = \frac{t(1 + \cosh t)}{t + \sinh t}, \quad \eta = \frac{t^2 \frac{\sinh \frac{t}{t + \sinh t}}{t + \sinh t} - t}{t + \sinh t} \quad (0 \leq t). \]

This curve consists of two branches: one which decreases from \((0, \pi^2)\) to \((1, 0)\); and the other which increases from \((1, 0)\) to \((+\infty, +\infty)\).

The point

\[ X = \frac{1}{2} \left( \frac{f(0)^2 + f(1)^2}{\int_0^1 f(x)^2 \, dx} \right), \quad Y = \frac{1}{2} \left( \frac{\int f'(x)^2 \, dx}{\int_0^1 f(x)^2 \, dx} \right), \]

where \( f \) and \( f' \) are continuous functions on \((0, 1)\), can only belong to the region above \( C \), or to \( C \) itself.


E. SCHMIDT [25] has proved the following result:

Let \( z \) be a continuous function on \([0, \lambda]\), with \( z(0) = z(\lambda), \min_{0 \leq t \leq \lambda} z(t) = m, \max_{0 \leq t \leq \lambda} z(t) = M \) and \( M + m = 0 \). Suppose that its derivative \( z' \) is defined
and continuous except at most in a finite number of points; furthermore let it be absolutely integrable.

Then
\[
\left( \frac{1}{\lambda} \int_0^\lambda |z(t)|^a \, dt \right)^{1/a} \leq \frac{1}{4} H \left( \frac{1}{a}, \frac{b-1}{b} \right) \left( \lambda^{b-1} \int_0^\lambda |z'(t)|^b \, dt \right)^{1/b},
\]

where \( a > 0, b \geq 1, \) and
\[
H(u, v) = \frac{u^u v^v}{(u + v)^{u+v}} \cdot \frac{\Gamma(1 + u + v)}{\Gamma(1 + u) \Gamma(1 + v)}.
\]

If the conditions under which the above inequality holds are altered so that \( a = b \geq 1, \) and if the condition \( m + M = 0 \) is omitted, then, for \( 0 < t < \lambda, \) it becomes
\[
\int_0^\lambda \left| z(t) - \frac{1}{2} (m + M) \right|^b \, dt \leq \frac{1}{b - 1} \left( \frac{b}{4\pi} \sin \frac{\pi}{b} \right)^b \lambda^b \int_0^\lambda |z'(t)|^b \, dt,
\]
from where for \( b = 2, \) together with the supplementary condition \( \int_0^\lambda z(t) \, dt = 0, \) we obtain an improvement of Wirtinger's inequality
\[
\int_0^\lambda z(t)^2 \, dt \leq \frac{\lambda^2}{4\pi^2} \int_0^\lambda z'(t)^2 \, dt - \lambda \left( \frac{m + M}{2} \right)^2.
\]

For this inequality in the case \( \lambda = 2\pi, \) see 2.19.

In connection with this result of E. Schmid t see also the papers [26] of R. Bellman and [27] of B. Sz.-Nagy.

Generalizing a result of D. G. Northcott [28], R. Bellman [29] has proved the inequality
\[
\int_{-\pi}^{+\pi} f(x)^{2k} \, dx \leq a_n^{2k} \int_{-\pi}^{+\pi} f^{(n)}(x)^{2k} \, dx,
\]
where \( k, n \) are natural numbers and \( a_n \) are constants (e.g., \( a_1 = \pi/2, \) \( a_2 = \pi^2/8, \) etc.) under the condition that \( f^{(n)} \in L^{2k}, \) \( f(x) = f(x + 2\pi) \)

and \( \int_{-\pi}^{+\pi} f(x) \, dx = 0. \)

Notice that, for \( k = 1 \) and \( n = 1, \) inequality (4) is weaker than (1).

In [8], P. R. Beesack has given several generalizations of inequality (1). We quote the one which was mentioned earlier:

Suppose that the differential equation
\[
y''(x) + p(x) y(x) = 0,
\]
where \( p \) is a continuous function on some interval \((-a, a), \) with \( a > 0, \)

has a solution \( y_1(x) > 0 \) for \( x \in (-a, a), \) and that \( \int_{-a}^{+a} p(x) \, dx \geq 0. \) Then,
if \( f(-a) = f(a) \), \( f' \in L^2 \) and \( \int_{-a}^{+a} \rho(x) f(x) \, dx = 0 \), the following inequality holds:

\[
\int_{-a}^{+a} f'(x)^2 \, dx \geq \int_{-a}^{+a} \rho(x) f(x)^2 \, dx.
\]

Equality holds here if and only if \( f(x) = Ay_1(x) \), where \( A = 0 \) if either \( y_1(-a) \equiv 0 \) or \( y_1(a) \equiv 0 \).

In the same paper, P. R. Beesack has also considered inequalities of the form

\[
\int_{-a}^{+a} f''(x)^2 \, dx \geq \int_{-a}^{+a} \rho(x) f(x)^2 \, dx.
\]

We shall also mention the following inequality of W. J. Kim [30]:

Let \( f \) be a continuous function on \([a, b]\) together with its derivatives up to \( m \)-th order, and let it, together with its first \( m - 1 \) derivatives, be equal to zero for \( x = a \) and \( x = b \). Then

\[
\int_{a}^{b} f^{(m)}(x)^2 \, dx \geq \left( b - \frac{a}{2} \right)^{2m} \prod_{k=0}^{m-1} (2k + 1)^2 \int_{a}^{b} \frac{f(x)^2}{(a - x)^{2m} (b - x)^{2m}} \, dx.
\]

This result is in connection with the results obtained by P. R. Beesack [8], and Z. Nehari [31].

P. R. Beesack [32] has also proved the following generalization of inequality (1): Let \( f' \in L^{2k} \) on \([-\pi, +\pi]\), \( f(-\pi) = f(\pi) \) and \( \int_{-\pi}^{+\pi} f(x)^2 \, dx = 0 \). Then the following inequality holds

\[
\int_{-\pi}^{+\pi} f(x)^{2k} \, dx \leq \frac{1}{2k - 1} \left( \frac{\pi}{2k} \right)^{2k} \int_{-\pi}^{+\pi} f'(x)^{2k} \, dx.
\]

In this paper, cases of equality were also considered.

In the same article P. R. Beesack has proved the following result: Let \( r, r', s \) be continuous functions on \((a, b)\) and let \( r(x) > 0 \), \( s(x) \geq 0 \) on that interval, except that \( r \) may have a single zero or a single discontinuity at a point \( x \) (\( a < x < b \)). We shall say that the function \( f \) is an integral on \((a, b)\) if for all \( c \in (a, b) \),

\[
f(x) = \int_{c}^{x} f'(t) \, dt \quad (a < x < b).
\]

Let \( \rho = 2k, q = \frac{2k}{2k - 1} \) and let the differential equation

\[
\frac{d}{dx} \left( r(x) \left( \frac{dy}{dx} \right)^{\rho - 1} \right) + s(x) y^{q - 1} = 0
\]
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have a solution $y(x)$ which is an integral on $(a, b)$ and $y(x) < 0$ for
$a < x < \bar{x}$ and $y(x) > 0$ for $\bar{x} < x < b$. Suppose that
\[
\frac{y'(x)}{y(x)} = O\left(\frac{1}{x - \bar{x}}\right), \quad \frac{y'(x)}{y(x)} = O\left(\frac{1}{x - a}\right), \quad \frac{y'(x)}{y(x)} = O\left(\frac{1}{b - x}\right)
\]
for $x$ near $\bar{x}, a, b$ respectively, and that $r$ satisfies the three
conditions
\[
r(x) = O\left((x - \bar{x})^{p - 1}\right) \quad \text{or} \quad r(x)^{q/p} \int_{\bar{x}}^{x} r(t)^{-q/p} \, dt = O(x - \bar{x}),
\]
\[
r(x) = O\left((x - a)^{p - 1}\right) \quad \text{and} \quad r(x)^{q/p} \int_{\bar{x}}^{x} r(t)^{-q/p} \, dt = O(x - a),
\]
\[
r(x) = O\left((b - x)^{p - 1}\right) \quad \text{and} \quad r(x)^{q/p} \int_{\bar{x}}^{x} r(t)^{-q/p} \, dt = O(b - x),
\]
for $x$ near $\bar{x}, a, b$ respectively. Here $k_1, k_2$ denote any constants such that
$k_1 \leq \bar{x} \leq k_2$.

Now, let $f$ be an integral on $(a, b)$, and suppose that
\[
\int_{a}^{b} r(x) f'(x)^p \, dx < +\infty, \quad \int_{a}^{b} s(x) f(x)^{p - 1} \, dx = 0.
\]
Then
\[
\int_{a}^{b} s(x) f(x)^p \, dx \leq \int_{a}^{b} r(x) f'(x)^p \, dx
\]
with equality if and only if $f(x) = cy(x)$, where $c = 0$ unless
\[
\int_{a}^{b} r(x) y'(x)^p \, dx < +\infty.
\]

Further generalizations of inequality (1) were given by W. J. COLES in
[33] and [34]. One of them reads:

Let $m$ be a natural number, $n = 2m$ and let $k_i (0 \leq i \leq m)$ be either
0 or 1 so that $\sum_{i=0}^{m} k_i$ is an even number. Let $k_i = \sum_{j=0}^{m} k_{ij}, p_i = (-1)^{k_{ij}}, q_i = (-1)^{i} p_i$. Let $p$ be a real continuous function on $[a, b]$, $c_i = (1 - k_i) a + k_i b, d_i = k_{i+1} a + (1 - k_{i+1}) b$ and $a' = a + b - d_i$. If the
differential equation $y^{(m)}(x) - p(x) y(x) = 0$ has a solution $y$ such that
\((-1)^{m} p(x) y(x) \geq 0 \) (but not identically equal to zero) on $[a, b]$, $p_{i} y^{(m-i)}(c_i) \geq 0$ $(1 \leq i \leq m)$ and $q_i y^{(m+i)}(d_i) \geq 0 \ (0 \leq i \leq m - 1)$, then
the following inequality holds for each function $f$ such that $f^{(m)}(x)
\in L^2$ and $f_{i}^{(d_{i-1})} = 0$ of at least order 1 $(0 \leq i \leq m - 1)$:
\[
(-1)^{m} \int_{a}^{b} p(x) f(x)^2 \, dx \leq \int_{a}^{b} f^{(m)}(x)^2 \, dx.
\]
The case of equality was also discussed, but the conditions are too complicated to be included here.

W. J. Coles has also considered inequalities of the form

\[ \sum_{i=0}^{n} (-1)^{n+i} \int_{a}^{b} p_i(x) f^{(i)}(x)^2 \, dx \geq 0, \]

where \( p_i \) and \( f \) are functions which satisfy conditions which we shall not quote here.

J. B. Diaz and F. T. Metcalf [35] have proved a number of inequalities which generalize inequality (2). Their main results are inequalities (7), (8) and (9) below.

1° Let the real-valued function \( f \) be continuously differentiable on the finite interval \([a, b]\). Let \( t_1 \) and \( t_2 \) be real numbers such that \( a \leq t_1 \leq t_2 \leq b \) and \( f(t_1) = f(t_2) \). Then

\[ \int_{a}^{b} (f(x) - f(t_1))^2 \, dx \]

\[ \leq \frac{4}{\pi^2} \max \left( (t_1 - a)^2, (b - t_2)^2, \frac{(t_2 - t_1)^2}{2} \right) \int_{a}^{b} f'(x)^2 \, dx. \]

2° If the function \( f \) satisfies the same conditions as in 1°, together with \( f(a) = f(b) \), then

\[ \int_{a}^{b} (f(x) - f(t_1))^2 \, dx \]

\[ \leq \frac{1}{\pi^2} \max \left( (t_2 - t_1)^2, (b - a - t_2 + t_1)^2 \right) \int_{a}^{b} f'(x)^2 \, dx. \]

3° If the function \( f \) satisfies the same conditions as in 2°, together with

\[ (b - a) f(t_1)^2 \geq 2f(t_1) \int_{a}^{b} f(x) \, dx, \]

then

\[ \int_{a}^{b} f(x)^2 \, dx \leq \frac{1}{\pi^2} \max \left( (t_2 - t_1)^2, (b - a - t_2 + t_1)^2 \right) \int_{a}^{b} f'(x)^2 \, dx. \]

In all three inequalities, conditions for equality were discussed, but the results obtained are too complicated to be included here.

Inequalities of the form (2) can be extended in the following way:

If \( f \) possesses a continuous second derivative on \([a, b]\), then for every \( \varepsilon > 0 \),

\[ \int_{a}^{b} f'(x)^2 \, dx \leq \varepsilon \int_{a}^{b} f''(x)^2 \, dx + K(\varepsilon) \int_{a}^{b} f(x)^2 \, dx, \]
where
\[ K(\varepsilon) = \frac{P}{\varepsilon} + \frac{Q}{(b-a)^2} \quad \text{and} \quad P = 1, \, Q = 12. \]

The constants \( P = 1 \) and \( Q = 12 \) are the best possible in the sense that if \( P < 1 \) or \( Q < 12 \), then (10) does not hold for all \( f \) and all \( \varepsilon > 0 \).

For this result see I. HALPERIN and H. PITT [36], W. MÜLLER [37], L. NIRENBERG [38] and R. REDHEFFER [39].

Instead of inequality (2), A. M. PFEFFER [40] has considered, among others the following best possible inequality
\[ (11) \quad \int_a^b f^{(k)}(x)^2 \, dx \leq \varepsilon \int_a^b f^{(m)}(x)^2 \, dx + H_{k,m}(\varepsilon) \int_a^b f(x)^2 \, dx, \]
and has proved that it holds under the condition: \( f(x) \in C^m[a, b] \), \( 1 \leq k < m \), \( f(a) = f(b) \), \( f^{(i)}(a) = f^{(i)}(b) \) (\( i = 1, \ldots, m-1 \)) and \( \varepsilon > 0 \).

In (11) \( H_{k,m} \) denotes
\[ H_{k,m}(\varepsilon) = \begin{cases} 0 & \text{for} \quad \varepsilon > \left( \frac{b-a}{2\pi} \right)^{2m-2k} \, , \\ \left( \frac{k}{me} \right)^{m-k} \left( 1 - \frac{k}{m} \right) & \text{if} \quad \frac{b-a}{2\pi} \left( \frac{k}{me} \right)^{2m-2k} \text{is a positive integer}, \end{cases} \]
and otherwise
\[ H_{k,m}(\varepsilon) = \max \left( \left( \frac{2J}{b-a} \right)^{2k} - \varepsilon \left( \frac{2J}{b-a} \right)^{2m} \left( \frac{2(J+1)}{b-a} \right)^{2k} - \varepsilon \left( \frac{2(J+1)}{b-a} \right)^{2m} \right), \]
where
\[ J = \left[ \frac{b-a}{2\pi} \left( \frac{k}{me} \right)^{2m-2k} \right]. \]

Following an observation of P. R. BEESACK, we have replaced in the above formulas the incorrect constant \( \left( \frac{k}{me} \right)^{k/m-k} \) by its true value \( \left( \frac{k}{me} \right)^{m-k} \).

B. A. TROESCH [41] has established the following result:

Let \( h \) be a positive function with piecewise smooth derivative on \( I = [0, 1] \) such that \( -h \) is convex on \( I \) and \( h'(0) \leq 0 \). Let \( h' \) be continuous and piecewise smooth on \( I \) with \( h(0) = 0 \). Then
\[ \frac{1}{0} \int h(x) f'(x)^2 \, dx \quad \geq \quad \frac{\pi^2}{4} , \]
\[ \frac{1}{\int_0^1 h(x) \, dx} \int_0^1 f(x)^2 \, dx \quad \geq \quad \frac{\pi^2}{4} , \]
with equality if and only if \( h \) is a constant and \( f(x) = A \sin \left( \frac{1}{2} \pi x \right) \), where \( A \) is a constant.
In the problem whose author is not cited, and which was proposed and solved in [42], the inequality

\[ \int_T \int f(x_1, \ldots, x_n) \, dT \leq \frac{1}{n} \left( \frac{D}{\pi} \right)^2 \int T \left[ \left( \frac{\partial f}{\partial x_1} \right)^2 + \cdots + \left( \frac{\partial f}{\partial x_n} \right)^2 \right] \, dT \]

was proved, where \( f \) is a finite and a continuous function together with its partial derivatives in the region \( T \) which is bounded and measurable, and where \( f \) vanishes at the boundary of \( T \). \( D \) denotes the diameter of \( T \).

A. Weinstein [43] studied the quotients \( I/H, I/D, D/H \), where

\[ H = \int_T \int f(x, y)^2 \, dx \, dy, \]
\[ D = \int_T \int \left( \left( \frac{\partial f}{\partial x} \right)^2 + \left( \frac{\partial f}{\partial y} \right)^2 \right) \, dx \, dy, \]
\[ I = \int_T \int \left( \frac{\partial^2 f}{\partial x^2} + \frac{\partial^2 f}{\partial y^2} \right)^2 \, dx \, dy \]

determining their minimum values. He reduced this problem to finding eigenvalues of corresponding partial differential equations, using the methods of the calculus of variations. In connection with that he only mentions article [20] of M. Janet, though the quotient \( D/H \) was studied by H. Poincaré [11] and E. E. Levi [12]. A. Weinstein obtained some interesting results which are too long to be quoted here.

D. M. Mangeron [44] has generalized inequality (2) to functions of several variables, but in a direction which differs from the cited result [10] of H. A. Schwarz. In fact, D. M. Mangeron has determined, under certain conditions which we shall not quote here, the minimum value of the quotient

\[ \left. \left( \begin{array}{c} b_1 \\ \vdots \\ b_m \\ a_1 \\ a_m \end{array} \right) \right| \int p(x_1, \ldots, x_m) \left( \frac{\partial^m f(x_1, \ldots, x_m)}{\partial x_1 \cdots \partial x_m} \right)^2 \, dx_1 \cdots dx_m \]
\[ \left. \left( \begin{array}{c} b_1 \\ \vdots \\ b_m \\ a_1 \\ a_m \end{array} \right) \right| \int q(x_1, \ldots, x_m) \, f(x_1, \ldots, x_m)^2 \, dx_1 \cdots dx_m \]

H. D. Block [45] has formed a class of integral inequalities which contain inequalities of Wirtinger's type.

V. I. Levin and S. B. Stečkin [46] have indicated a number of interesting analogues of inequality (1).

D. W. Boyd [47] has given a method for determining the best possible constants \( K \) in the inequalities of the form

\[ \int_a^b |f(x)|^p |f^{(n)}(x)|^q w(x) \, dx \leq K \left( \int_a^b |f^{(n)}(x)|^p v(x) \, dx \right)^{p+q} \]

(12)
where \( f(a) = f'(a) = \ldots = f^{(n-1)}(a) = 0 \), and where \( f^{(n-1)} \) is an absolutely continuous function.

If \( v \) and \( w \) are sufficiently smooth functions, the solution of the problem in question reduces to a boundary value problem for a differential equation. D. W. Boyd illustrated his interesting method by determining the best constants in the case when \((a, b)\) is a finite interval, and \( v(x) \equiv w(x) \equiv 1, n = 1 \).

Before Boyd’s result, O. Arama and D. Ripianu [48] gave two particular cases of (12):

\[
v(x) \equiv w(x) \equiv 1, \quad n = 1, \quad \rho = q = r = 2,
\]

and

\[
v(x) \equiv w(x) \equiv 1, \quad n = 1, \quad \rho = 4, \quad q = 0, \quad r = 2.
\]

However, the constants used by O. Arama and D. Ripianu are not the best possible, even more so in the second case as there is a complementary condition \( f(b) = 0 \).

Inequality (12) appears to be the first to connect the Wirtinger and the Opial inequalities. For Opial’s inequality, see 2.23.2.

Results on discrete analogues of inequality (1) and its variations which will now be listed are due to K. Fan, O. Taussky and J. Todd [49].

If \( x_1, \ldots, x_n \) is a sequence of \( n \) real numbers, with \( x_1 = 0 \), then

\[
\sum_{k=1}^{n-1} (x_k - x_{k+1})^2 \geq 4 \sin^2 \frac{\pi}{2(n - 1)} \sum_{k=2}^{n} x_k^2
\]

with equality if and only if

\[
x_k = \sin \frac{(k - 1)\pi}{2n - 1} \quad (k = 1, \ldots, n).
\]

We also have

\[
(13) \quad \sum_{k=1}^{n} (x_k - x_{k+1})^2 \geq 4 \sin^2 \frac{\pi}{n} \sum_{k=1}^{n} x_k^2 \quad \left( x_{n+1} = x_1, \sum_{k=1}^{n} x_k = 0 \right),
\]

with equality if and only if

\[
x_k = A \cos \frac{2k\pi}{n} + B \sin \frac{2k\pi}{n} \quad (k = 1, \ldots, n).
\]

Notice that, passing to the limit in (13), we get (1).

Discrete analogues of inequality (3) and some other inequalities were also given in the mentioned article [49]. In connection with results from [49], see also the paper [50] of H. D. Block.

A. M. Pfeffer [40] has proved the discrete analogues of inequalities (10) and (11).

From the exposition made above it follows that there were two almost independent trends for determining the estimates of quotients as
are, for instance,
\[
\frac{\int_{a}^{b} p(x) f(x)^2 \, dx}{\int_{a}^{b} f'(x)^2 \, dx} \cdot \frac{\int_{T} \int_{T} p(x, y) f(x, y)^2 \, dx \, dy}{\int_{T} \int_{T} \left( \left( \frac{\partial f}{\partial x} \right)^2 + \left( \frac{\partial f}{\partial y} \right)^2 \right) \, dx \, dy}.
\]

In fact, there is also a third orientation in the study of the quotients in question which is closely related to some problems of mathematical physics. So, for example, if
\[
A = \min_{T} \left( \frac{\int_{T} \int_{T} \left( \left( \frac{\partial f}{\partial x} \right)^2 + \left( \frac{\partial f}{\partial y} \right)^2 \right) \, dx \, dy}{\int_{T} \int_{T} f(x, y)^2 \, dx \, dy} \right)^{1/2},
\]
then
\[
A < \frac{\pi}{2} \frac{L}{A},
\]
where $T$ is a simply connected plane domain, $L$ the length of the perimeter of $T$, $A$ the area of $T$, and where $f, \partial f/\partial x, \partial f/\partial y$ are continuous in $T$ and $f(x, y) = 0$ on the boundary of $T$.

The above inequality, which is the best possible, was proved by G. Pólya [51].

E. Makai [52] has proved that if $T$ is a convex domain, then
\[
A \geq \frac{\pi}{4} \frac{L}{A},
\]
and this estimate is the best possible.

On these topics see in particular the book [53] of G. Pólya and G. Szegő.

Papers [52] and [53] involve the comprehensive literature related to the considered subject.

Remark 1. In papers [54] and [55] the history of inequality (1) as well as of some inequalities connected with (1) was given. The attention was also drawn to the fact that the name Wirtinger's inequality is not justified for (1).
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2.23.2 An Inequality of Opial

Z. Opial [1] has proved in 1960 the following result:

**Theorem 1.** If $f'$ is a continuous function on $[0, h]$, and if $f(0) = f(h) = 0$ and $f(x) > 0$ for $x \in (0, h)$, then

\[ \int_0^h |f(x)f'(x)| \, dx \leq \frac{h}{4} \int_0^h f'(x)^2 \, dx, \]

where the constant $h/4$ is the best possible.

This result of Z. Opial has led to numerous articles whose contents can be classified into three groups: 1° those whose aim is to give the simplest proof of inequality (1); 2° those which give various generalizations of inequality (1); and 3° those which aim to find discrete analogues of Opial's inequality and its generalizations.

The first result to follow Z. Opial is due to C. Olech [2]. He has weakened the conditions of Theorem 1 and proved

**Theorem 2.** Let $f$ be an absolutely continuous function on $[0, h]$ and let $f(0) = f(h) = 0$. Then inequality (1) holds.

Equality holds if and only if

$f(x) = cx$ for $0 \leq x \leq h/2$ and $f(x) = c(h-x)$ for $h/2 \leq x \leq h$,

where $c$ is a constant.

Olech's proof is simpler than Opial's.

In order to prove (1), it is sufficient to prove the following:

**Theorem 2'.** If $g$ is an absolutely continuous function on $[0, a]$ and if $g(0) = 0$, the following inequality holds

\[ \int_0^a |g(x)g'(x)| \, dx \leq \frac{a}{2} \int_0^a g'(x)^2 \, dx, \]

where $a/2$ is the best possible constant.

Equality in (2) holds if and only if $f(x) = cx$, where $c$ is a constant.

Indeed, putting in (2) $f = g$, $a = h/2$ and then $g(x) = f(h-x)$, $a = h/2$, we get the following inequalities:

\[ \int_0^{h/2} |f(x)f'(x)| \, dx \leq \frac{h}{4} \int_0^{h/2} f'(x)^2 \, dx, \]

\[ \int_0^{h/2} |f(h-x)f'(h-x)| \, dx \leq \frac{h}{4} \int_0^{h/2} f'(h-x)^2 \, dx. \]
Putting in the second inequality $h - x = t$, and adding the obtained inequality to the first, we get (1).

Besides OLECH's proof, simpler proofs of inequality (1) were given by P. R. BEESACK [3], N. LEVINSON [4], C. L. MALLows [5] and R. N. PEDERSEN [6].

We shall give MALLows' proof of inequality (2), which according to the above, proves (1).

Put

$$h(x) = \int_0^x |g'(t)| \, dt \quad (0 \leq x \leq a).$$

Then, for $0 \leq x \leq a$, $|g(x)| \leq h(x)$, and so

$$2 \int_0^a |g'(x)|g(x) \, dx \leq 2 \int_0^a h'(x) h(x) \, dx = h(a)^2.$$

However, according to the BUNIAKOWSKI-SCHWARZ inequality we have

$$h(a)^2 = \left( \int_0^a h'(x) \, dx \right)^2 \leq \int_0^a dx \int_0^a h'(x)^2 \, dx = a \int_0^a |g'(x)|^2 \, dx.$$

Equality holds in (3), and therefore in (2), if and only if $g(x) = cx$ ($c$ is a constant).

P. R. BEESACK has, in the cited paper [3], proved among other things, the following two theorems:

**Theorem 3.** Let $\mathcal{P}$ be a positive and continuous function on $(a, X)$ ($-\infty \leq a < X < +\infty$) and let $\int_a^X \frac{1}{\mathcal{P}(x)} \, dx < +\infty$. Furthermore, let $f$ be absolutely continuous on $[a, X]$ and let

$$f(x) = \int_a^x f'(t) \, dt \quad (a \leq x \leq X) \quad \text{and} \quad f(x)^2 = O \left( \int_a^x \frac{dt}{\mathcal{P}(t)} \right) \quad (x \to a +).$$

Then the following inequality holds

$$\int_a^X |f(x) f'(x)| \, dx \leq \frac{1}{2} \int_a^X \frac{dx}{\mathcal{P}(x)} \int_a^X \mathcal{P}(x) f'(x)^2 \, dx,$$

with equality if and only if

$$f(x) = c \int_a^x \frac{dt}{\mathcal{P}(t)},$$

where $c$ is a constant.

**Theorem 4.** Let $\mathcal{P}$ be a positive and continuous function on $(a, b)$ and let

$$\int_a^b \frac{dx}{\mathcal{P}(x)} < +\infty.$$ Let $f$ be absolutely continuous on every subinterval
\[ f(x) = \int_a^x f'(t) \, dt \quad (a \leq x \leq X), \quad f(x) = -\int_x^b f'(t) \, dt \quad (X \leq x \leq b), \]

\[ f(x)^2 = O \left( \int_a^x \frac{dt}{\hat{p}(t)} \right) (x \to a +), \quad f(x)^2 = O \left( \int_x^b \frac{dt}{\hat{p}(t)} \right) (x \to b -). \]

Then

(4) \[ \int_a^X \left| f(x) f'(x) \right| \, dx \leq \frac{K}{2} \int_a^b \hat{p}(x) f'(x)^2 \, dx, \]

where \( X \) and \( K \) are determined by

\[ \int_a^X \frac{dt}{\hat{p}(t)} = \int_X^b \frac{dt}{\hat{p}(t)} = K. \]

Equality holds in (4) if and only if

\[ f(x) = A \int_a^x \frac{dt}{\hat{p}(t)} \quad (a \leq x < X), \]

\[ = B \int_x^b \frac{dt}{\hat{p}(t)} \quad (X < x \leq b). \]

Opial's inequality results from Theorem 4 by putting \( a = 0 \) and \( \hat{p}(x) = 1 \).

Beesack's proof of these theorems has been simplified by G.-S. Yang [7]. He has, at the same time, obtained a generalization of Theorem 3.

**Theorem 5.** Let \( \hat{p} \) be a positive function on \([a, X]\) and \( \int_a^X \frac{dx}{\hat{p}(x)} < +\infty \), and let \( q \) be positive, bounded and nonincreasing on \([a, X]\). If \( f \) is absolutely continuous on \([a, X]\) and \( f(a) = 0 \), then

\[ \int_a^X q(x) \left| f(x) f'(x) \right| \, dx \leq \frac{1}{2} \int_a^X \frac{dx}{\hat{p}(x)} \int_a^X \hat{p}(x) q(x) f'(x)^2 \, dx, \]

with equality if and only if

\[ q(x) = \text{const} \quad \text{and} \quad f(x) = c \int_a^x \frac{dt}{\hat{p}(t)} \quad (c = \text{const}). \]

A generalization of Theorem 4 can also be obtained from the above theorem.

A generalization in the other direction of Opial's inequality is contained in the following theorem:

**Theorem 6.** If \( f \) is absolutely continuous on \([a, b]\) and \( f(a) = 0 \), then for all \( \hat{p} \geq 0, q \geq 1 \),

(5) \[ \int_a^b \left| f(x) \right|^p \left| f'(x) \right|^q \, dx \leq \frac{q}{p + q} (b - a)^p \int_a^b \left| f'(x) \right|^{p+q} \, dx. \]
Inequality (5) for \( q = 1 \) and \( p \) a natural number, was first shown by L.-K. HUA [8]. For \( q = 1 \) and \( \rho \geq 0 \), inequality (5) can be obtained as a special case of a more general result of J. CALVERT [9]. In this case, a very short proof was given by J. S. W. WONG [10]. Inequality (5) has been proved by G.-S. YANG [7] for \( \rho, q \geq 1 \), but the proof also holds for \( \rho \geq 0, q \geq 1 \), as noticed by P. R. BEESACK.

If \( f(a) = f(b) = 0 \), then Theorem 6 yields

**Theorem 7.** If \( f \) is absolutely continuous on \([a, b]\) and \( f(a) = f(b) = 0 \), then for all \( \rho \geq 0 \) and \( q \geq 1 \), we have

\[
\int_a^b |f(x)|^\rho |f'(x)|^q \, dx \leq \frac{q}{\rho + q} \left( \frac{b-a}{2} \right)^\rho \int_a^b |f'(x)|^{\rho + q} \, dx.
\]

The above results were generalized by P. R. BEESACK and K. M. Das [11]. We shall only quote the following result:

**Theorem 8.** Let \( p, q \) be real numbers such that \( pq > 0 \) and either \( p + q > 1 \), or \( p + q < 0 \) and let \( r, s \) be nonnegative measurable functions on \((a, X)\) such that \( \int_a^X r(x)^{-1/(p+q-1)} \, dx < +\infty \) and the constant \( K_1 \) defined by

\[
K_1(X, \rho, q) = \left( \frac{q}{\rho + q} \right)^{p+q} \left( \int_a^X r(x)^{p+q} \, dx \right)^{p+q-1} \left( \int_a^X s(x)^{-1/(p+q-1)} \, dx \right)^{-1/(p+q-1)}
\]

is finite, where \(-\infty \leq a < X \leq +\infty\). If \( f \) is absolutely continuous on \([a, X]\), \( f(a) = 0 \) and \( f' \) does not change the sign on \((a, X)\), then

\[
\int_a^X s(x)^{p} |f(x)|^q |f'(x)|^q \, dx \leq K_1(X, \rho, q) \int_a^X r(x)^{(p+q-1)/(p+q)} \, dx.
\]

Equality holds if and only if either \( q > 0 \) and \( f \equiv 0 \), or

\[
s(x) = k_1 r(x)^{p/q-1} \left( \int_a^x r(t)^{p/q-1} \, dt \right)^{p(1-q)}/q,
\]

and

\[
f(x) = k_2 \int_a^x r(t)^{(p/q-1)} \, dt
\]

for some constants \( k_1 \geq 0 \), \( k_2 \) real.

This paper of P. R. BEESACK and K. M. Das contains other results on inequalities of the form

\[
\int_a^b s(x)^{p} |f(x)|^q |f'(x)|^q \, dx \leq K(p, q) \int_a^b r(x)^{(p+q-1)/(p+q)} \, dx,
\]

which we shall, owing to the lack of space, not expose here.

J. CALVERT has, in the quoted paper [9], proved the following two theorems which generalize Opial's inequality:
Theorem 9. Let $f$ be absolutely continuous on $(a, b)$ with $f(a) = 0$, where $-\infty \leq a < b < +\infty$. Let $g$ be a continuous, complex function defined for all $t$ in the range of $f$ and for all real $t$ of the form $t = \int_a^x |f'(u)| \, du$.

Suppose that $|g(t)| \leq g(|t|)$ for all $t$ and $g(t_1) \leq g(t_2)$ for $0 \leq t_1 \leq t_2$. Let $r$ be positive, continuous and in $L^{1-q}[a, b]$, where $p^{-1} + q^{-1} = 1 (p > 1)$. If $F(x) = \int_0^x g(t) \, dt$ for $x > 0$, then

$$\int_a^b \frac{|g(f')|}{g(f)} \, dx \leq F \left( \left( \int_a^b r(x)^{1-q} \, dx \right)^{1/q} \left( \int_a^b r(x) |f'(x)|^p \, dx \right)^{1/p} \right),$$

with equality if $f(x) = c \int_a^x r(t)^{1-q} \, dt$.

The same result (but with equality for $f(x) = c \int_a^b r(t)^{1-q} \, dt$) holds if $f(b) = 0$, where $-\infty < a < b \leq +\infty$.

Theorem 10. Let $f$, $g$, $r$ be as in Theorem 9. If $p < 1$, $1/p + 1/q = 1$, $-\infty \leq a < b < +\infty$ and $f(a) = 0$ and $G(x) = \int_0^x \frac{dt}{g(t)}$, then

$$\int_a^b \frac{|f'(x)|}{g(f)} \, dx \geq G \left( \left( \int_a^b r(x)^{1-q} \, dx \right)^{1/q} \left( \int_a^b r(x) |f'(x)|^p \, dx \right)^{1/p} \right),$$

with equality if $f(x) = c \int_a^x r(x)^{1-q} \, dx$.

A corresponding result holds if $f(b) = 0, -\infty < a < b \leq +\infty$.

As noticed by P. R. Beesack, the conditions for equality in the above theorems are only sufficient, but not necessary.


Theorem 11. Let $\omega$ and $\sigma$ be nonnegative continuously differentiable real functions on $[0, a]$ ($0 < a < +\infty$), such that the boundary problem

$$\frac{d}{dt} (\sigma(t) \ u'(t)^p) = \lambda \omega(t) \ u(t)^p,$$

$$u(0) = 0, \ \sigma(a) \ u'(a)^p = \lambda \omega(a) \ u(a)^p, \ u' > 0 \ \text{on} \ [0, a]$$

has a solution.

If $f$ is an absolutely continuous function on $[0, a]$ and $f(0) = 0$, then the following inequality holds for all $p > 0$

$$\int_0^a \left| f(t) \right|^p \omega(t) \, dt \leq \frac{1}{\lambda_0 (p + 1)} \int_0^a \left| f'(t) \right|^{p+1} \sigma(t) \, dt,$$

where $\lambda_0$ is the largest positive eigenvalue of the boundary problem (7).
Remark. In the formulation of Theorem 11 we have taken into account a comment of J. V. Ryff in Math. Reviews 35, 563 (1968).

OPIAL’s inequality is obtained for \( \sigma = \omega = 1, \rho = 1 \).

Results analogous to CALVERT’s were obtained by E. K. GODUNOVA and V. I. LEVIN [13]:

**Theorem 12.** Let \( f \) be absolutely continuous on \([a, b]\) with \( f(a) = f(b) = 0 \).

Let, further, \( q(x) > 0 \) for \( x \in [a, b] \) and \( \int_a^b q(x) \, dx = 1 \) and let \( \varphi \) and \( \psi \) be convex increasing functions for \( x > 0 \) and \( \varphi(0) = 0 \). Then we have

\[
\int_a^b \varphi'(|f(x)|) \left| f'(x) \right| \, dx \leq 2\varphi^{-1} \left( \int_a^b q(x) \psi \left( \frac{|f'(x)|}{2q(x)} \right) \, dx \right).
\]

**Theorem 13.** Let \( f \) be an absolutely continuous function on \([a, b]\) with \( f(a) = 0 \). If \( \varphi \) is a convex increasing function for \( x \geq 0 \) and \( \varphi(0) = 0 \), then

\[
\int_a^b \varphi'(|f(x)|) \left| f'(x) \right| \, dx \leq \varphi \left( \int_a^b |f'(x)| \, dx \right).
\]

Putting in (8) \( \varphi(t) = \frac{t^2}{2} \), \( \psi(t) = t^\rho \), \( \rho > 1 \), and

\[
q(x) = s(x)^{1-\rho} \left( \int_a^b \frac{1}{s(t)^{1-\rho}} \, dt \right)^{-1},
\]

where \( s(t) \geq 0 \) for \( t \in [a, b] \), we get

\[
\int_a^b |f(x)| f'(x) \, dx \leq C \left( \int_a^b s(x) |f'(x)|^\rho \, dx \right)^{2/\rho},
\]

where

\[
C = \frac{1}{4} \left( \int_a^b \frac{1}{s(t)^{1-\rho}} \, dt \right)^{2(\rho - 1)/\rho}.
\]

Inequality (9) has been proved by P. MARONI [14] but only for \( 1 < \rho \leq 2 \), but instead of \( C \), with a weaker constant \( C \cdot 2^{2/\rho - 1} \).

The following generalization of OPIAL’s inequality is due to R. REDHEFFER [15]:

**Theorem 14.** If \( u, v, w, f \) are absolutely continuous functions on \([a, b]\) and

\[
\frac{w'(x)}{v(x)} f(x)^2 + \frac{w(x)}{v'(x)} f'(x)^2 \leq 0, \quad w(x) v'(x) \geq 0, \quad v'(x) \equiv 0, \quad v(x) > 0,
\]

then

\[
\int_a^b \frac{w(x)}{v'(x)} \left[ f(x)^2 u'(x)^2 + \frac{1}{2} (f(x)^2)' (u(x)^2)' \right] \, dx \geq B - A,
\]

where

\[
B = \lim_{x \to b} u(x)^2 f(x)^2 \frac{w(x)}{v(x)} \quad \text{and} \quad A = \lim_{x \to a} u(x)^2 f(x)^2 \frac{w(x)}{v(x)}.
\]
Finally, let us mention the following generalization of Opial's inequality:

**Theorem 15.** Let \( f \in C^{n-1}[a, b] \) and let \( f^{(n-1)} \) be an absolutely continuous function such that \( f(a) = f'(a) = \cdots = f^{(n-1)}(a) = 0 \) \((n \geq 1)\). Then there exists a constant \( c_n \) such that

\[
\int_a^b |f(x) f^{(n)}(x)| \, dx \leq c_n (b - a)^n \int_a^b |f^{(n)}(x)|^2 \, dx.
\]

D. Willett [16] has proved that \( c_n \leq 1/2 \). He used inequality (10) to prove the existence and uniqueness of the solution of a linear differential equation of order \( n \).

K. M. Das [17] improved the estimate given by D. Willett. In fact, he proved that \( c_n \leq \frac{1}{2n!} \left( \frac{n}{2n-1} \right)^{1/2} \) and that this inequality is strict except in the case \( n = 1 \).

Finally, D. W. Boyd [18] determined the best possible constant in (10), by proving:

For \( n \) odd \((= 2m + 1)\), the best possible constant is \( \lambda_0/2^n(n - 1)! \), where \( \lambda_0 \) is the largest positive eigenvalue of the following \((m + 1) \times (m + 1)\) matrix

\[
A = (a_{ij}), \quad a_{ij} = \binom{2m}{2i}(2m - 2j + 2i + 1)^{-1} \quad (i, j = 0, 1, \ldots, m).
\]

For \( n \) even \((= 2m)\), the best possible constant \( c_n \) is \((\lambda_0 2^n(n - 1)!)^{-1}\), where \( \lambda_0 \) is the smallest positive solution of the equation \( \det B(x) = 0 \) and where \( B(x) = (b_{ij}(x)) \) is the \( m \times m \) matrix defined by

\[
b_{ij}(x) = \omega^{2ji} x^{2m-2i-1} \sum_{k=0}^{2m-2i-1} (-1)^k \frac{g_{ij}^{(k)}(1)}{k} \quad (i, j = 0, \ldots, m - 1),
\]

with

\[
g_j(x) = \cosh(\omega^j x) \quad \text{and} \quad \omega = \exp \frac{2\pi i}{n}.
\]

In the same article D. W. Boyd has proved the following result:

**Theorem 16.** Let \( c_n \) be the best constant in (10). Then

\[
c_n = \frac{b_n}{2n!}, \quad \text{where} \quad \frac{1}{2} < b_n \leq \left( \frac{n}{4n-2} + \left( \frac{2n}{n} \right)^{-1} \right)^{1/2}
\]

so \( b_n \to 1/2 \) as \( n \to +\infty \).

D. W. Boyd in paper [19] connected the inequalities of Wirtinger and of Z. Opial, by proving an inequality which contains, as special cases, both quoted inequalities. Concerning this, see (12) in 2.23.1.

J. M. Holt [20] generalized the inequality of P. R. Beesack which appears in Theorem 3. His result is too complicated to be exposed here.
Discrete analogues of Opial's inequality and its generalizations were given by J. S. W. Wong, Cheng-Ming Lee and P. R. Beesack.

J. S. W. Wong [10] has proved the following analogue of the inequality of L. K. Hua, i.e., inequality (5) for \( q = 1 \).

**Theorem 17.** Let \( u_i \) be a nondecreasing sequence of nonnegative real numbers. Then, for \( \rho \geq 1 \), we have

\[
\sum_{i=1}^{n} (u_i - u_{i-1}) u_i^\rho \leq \frac{(n+1)^\rho}{\rho + 1} \sum_{i=1}^{n} (u_i - u_{i-1})^{\rho + 1} \quad (u_0 = 0). \tag{11}
\]

Cheng-Ming Lee [21] has given a discrete analogue of inequality (5). This inequality includes the result of J. S. W. Wong.

**Theorem 18.** Let \( u_i \) be a nondecreasing sequence of nonnegative real numbers. If \( \rho, q > 0, \rho + q \geq 1 \) or \( \rho, q < 0 \), we have

\[
\sum_{i=1}^{n} (u_i - u_{i-1})^q u_i^\rho \leq K_n \sum_{i=1}^{n} (u_i - u_{i-1})^{\rho + q} \quad (u_0 = 0),
\]

where

\[
K_0 = \frac{q}{\rho + q} \quad \text{and} \quad K_n = \max \left( K_{n-1} + \frac{\rho n^{p-1}}{\rho + q}, \frac{q(n+1)^p}{\rho + q} \right) \quad (n = 1, 2, \ldots).
\]

If \( \rho > 0, q < 0, \rho + q \leq 1, \rho + q \neq 0 \) or \( \rho < 0, q > 0, \rho + q \geq 1 \), then

\[
\sum_{i=1}^{n} (u_i - u_{i-1})^q u_i^\rho \geq C_n \sum_{i=1}^{n} (u_i - u_{i-1})^{\rho + q} \quad \text{with} \ u_0 = 0,
\]

where

\[
C_0 = \frac{q}{\rho + q} \quad \text{and} \quad C_n = \min \left( C_{n-1} + \frac{\rho n^{p-1}}{\rho + q}, \frac{q(n+1)^p}{\rho + q} \right) \quad (n = 1, 2, \ldots).
\]

If \( \rho, q \geq 1 \), Cheng-Ming Lee has proved that

\[
K_n = \frac{q(n+1)^p}{\rho + q} ;
\]

if \( \rho \leq 0, q < 0 \), then

\[
K_1 = 1, \quad \text{and} \quad K_n = 1 + \frac{\rho}{\rho + q} \sum_{i=2}^{n} i^{p-1} \quad (n = 2, 3, \ldots);
\]

if \( \rho \geq 0, \rho + q < 0 \), then

\[
C_1 = 1 \quad \text{and} \quad C_n = 1 + \frac{\rho}{\rho + q} \sum_{i=2}^{n} i^{p-1} \quad (n = 2, 3, \ldots).
\]

11 Mitrović, Inequalities
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2.24 Inequalities Connected with Majorization of Vectors

Definition 1. Let $x_1, \ldots, x_n$ and $y_1, \ldots, y_n$ be real numbers. A vector $y = (y_1, \ldots, y_n)$ is said to be majorized by a vector $x = (x_1, \ldots, x_n)$, in symbols $x \succeq y$ or $y \prec x$, if, after possible reordering of its components so that

$$x_1 \geq \cdots \geq x_n, \quad \text{and} \quad y_1 \geq \cdots \geq y_n.$$
we have

\[
\sum_{r=1}^{k} x_r \geq \sum_{r=1}^{k} y_r \quad \text{for} \quad k = 1, \ldots, n - 1
\]

and

\[
\sum_{r=1}^{n} x_r = \sum_{r=1}^{n} y_r.
\]

If condition (2) is replaced by

\[
\sum_{r=1}^{n} x_r \geq \sum_{r=1}^{n} y_r,
\]

we write \( x \gg y \) or \( y \ll x \).

**Definition 2.** Let \( x = (x_1, \ldots, x_n) \) and \( y = (y_1, \ldots, y_n) \) be two real vectors. If, for \( k = 1, \ldots, n \), \( x_k > y_k \) we write \( x > y \).

**Definition 3.** Let \( F \) be a real function of an \( n \)-dimensional vector variable. We say that \( F \) is a symmetric gauge function if it satisfies:

\[
F(x) > 0 \quad \text{for} \quad x \neq 0;
\]

\[
F(tx) = |t| F(x);
\]

\[
F(x + y) \leq F(x) + F(y);
\]

\[
F(x_n) = F(x);
\]

\[
F(xJ) = F(x),
\]

where \( x \) and \( y \) are arbitrary vectors, \( t \) is a real number, \( x_n \) denotes the vector obtained by permuting the components of \( x \), and where \( J \) is an arbitrary diagonal matrix whose elements are +1 or −1.

**Definition 4.** Let the function \( x \mapsto f(x) \) be nonnegative and integrable on \((0, 1)\) so that it is measurable and finite almost everywhere and let \( \mu(s) \) be the measure of the set on which \( f(x) \geq s \). The function \( x \mapsto f^*(x) \) which is inverse to \( \mu \) is called the decreasing rearrangement of \( f \).

**Definition 5.** If \( x, y \in L^1(0, 1) \), we say that \( y \) majorizes \( x \), in writing \( x < y \), if

\[
\int_0^s x^*(t) \, dt \leq \int_0^s y^*(t) \, dt \quad \text{for} \quad 0 < s < 1,
\]

and

\[
\int_0^1 x(t) \, dt = \int_0^1 y(t) \, dt.
\]
G. H. HARDY, J. E. LITTLEWOOD and G. PÓLYA [1] proved in 1929 the following:

**Theorem 1.** A necessary and sufficient condition in order that

\[(4) \quad \sum_{r=1}^{n} f(x_r) \leq \sum_{r=1}^{n} f(y_r)\]

holds for every convex function \( f \) on \( I \), with \( x_r, y_r \in I \), is that \( x < y \).

This inequality is a generalization of JENSEN's inequality for convex functions. Indeed, putting in \( x_1 = \cdots = x_n = \frac{1}{n} \sum_{r=1}^{n} y_r \), we get JENSEN's inequality.

**Proof.** Functions \( f \) and \( g \) defined by \( f(x) = x \) and \( g(x) = -x \) are convex on an arbitrary segment. Thus

\[
\sum_{r=1}^{n} x_r \leq \sum_{r=1}^{n} y_r \quad \text{and} \quad \sum_{r=1}^{n} (-x_r) \leq \sum_{r=1}^{n} (-y_r),
\]

whence

\[
\sum_{r=1}^{n} x_r = \sum_{r=1}^{n} y_r.
\]

The function \( f \) defined by

\[
f(x) = 0 \quad \text{for} \quad x \leq y_r \quad \text{and} \quad f(x) = x - y_r \quad \text{for} \quad x > y_r
\]

is positive and convex on an arbitrary segment, and \( f(x) \geq x - y_r \).

Therefore

\[x_1 + \cdots + x_r - ry_r \leq \sum_{i=1}^{r} f(x_i) \leq \sum_{i=1}^{r} f(y_i) = y_1 + \cdots + y_r - ry_r,\]

from which follows \( x < y \).

So the condition \( x < y \) is necessary. Let us now prove that it is also sufficient.

For any convex function \( f \), for \( x_1 > y_1, x_2 > y_2, x_1 \neq x_2, y_1 \neq y_2 \), we have

\[
\frac{f(x_1) - f(x_2)}{x_1 - x_2} \geq \frac{f(y_1) - f(y_2)}{y_1 - y_2}.
\]

Denote

\[D_k = \frac{f(x_k) - f(y_k)}{x_k - y_k} \quad (x_k \neq y_k).
\]

Then \( D_k \geq D_{k+1} \), and in virtue of \( x < y \) we have

\[(5) \quad \sum_{k=1}^{n-1} (X_k - Y_k) (D_k - D_{k+1}) + (X_n - Y_n) D_n \leq 0,\]
where
\[ X_k = \sum_{r=1}^{k} x_r \quad \text{and} \quad Y_k = \sum_{r=1}^{k} y_r. \]

From (5) follows
\[ \sum_{k=1}^{n} X_k (D_k - D_{k+1}) + X_n D_n \leq \sum_{k=1}^{n} Y_k (D_k - D_{k+1}) + Y_n D_n, \]
i.e.,
\[ \sum_{k=1}^{n} (X_k - X_{k-1}) D_k \leq \sum_{k=1}^{n} (Y_k - Y_{k-1}) D_k. \]

Since \( X_k - X_{k-1} = x_k \) and \( Y_k - Y_{k-1} = y_k \), from the last inequality we get (4).

Therefore, the condition \( x < y \) is also sufficient, which completes the proof of Theorem 1.

The proof of necessity of \( x < y \) is taken from the mentioned paper [1].

The proof of sufficiency is due to L. Fuchs [2].


We shall now quote some results which extend Theorem 1.

**Theorem 2.** A necessary and sufficient condition for inequality (4) to hold for every convex and increasing function \( f \) is \( x \preccurlyeq y \).

This theorem was proved in 1949 by M. Tomić [4], and in 1950 by G. Pólya [5], H. Weyl [6] in the same year as M. Tomić has obtained Theorem 2 for \( x > 0 \) and \( y > 0 \), while M. Tomić did not require these restrictions.

M. Tomić proved that Theorem 2 contains in a certain sense Theorem 1. He gave a geometrical proof for this, basing it on Gauss' theorem about the centroid [7]. G. Pólya proved Theorem 2 starting with Theorem 1.

L. Fuchs [2] gave the following generalization of Theorem 1.

**Theorem 3.** Inequality
\[ \sum_{r=1}^{n} p_r f(x_r) \leq \sum_{r=1}^{n} p_r f(y_r) \]
holds for every convex function \( f \) and for arbitrary real numbers \( p_1, \ldots, p_n \) if and only if
\[ x_1 \geq \cdots \geq x_n, \quad y_1 \geq \cdots \geq y_n, \quad \sum_{r=1}^{k} p_r x_r \leq \sum_{r=1}^{k} p_r y_r, \quad (k = 1, \ldots, n - 1) \]
and
\[ \sum_{r=1}^{n} p_r x_r = \sum_{r=1}^{n} p_r y_r. \]
T. Popoviciu in [8], [9] and [10] generalized Theorem 1 for the functions which are convex of order $n$.

**Theorem 4.** The inequality

$$\sum_{r=1}^{m} p_i f(x_r) \geq 0$$

holds for all $x_1 \leq \cdots \leq x_m$, $p_i \geq 0$ ($i = 1, \ldots, m$) and for every function $f$ which is convex of order $n$, if and only if

$$\sum_{r=1}^{m} p_r x_r = 0 \quad \text{for} \quad k = 0, 1, \ldots, n,$$

and if for $t \in (x_k, x_{k+1})$ and $k = 1, \ldots, m - n - 1$,

$$-\sum_{r=1}^{k} p_r (x_r - t)^n = \sum_{r=k+1}^{m} p_r (x_r - t)^n \geq 0.$$

K. Fan [11] has proved the following theorem.

**Theorem 5.** If $x \geq 0$ and $y \geq 0$, then $x \prec y$ is the necessary and sufficient condition so that for every symmetric gauge function $F$ we have

$$F(x) \leq F(y).$$

L. Mirsky [12] gave an elegant proof of Theorem 5. In the further text we shall use the following notations:
- $S$ the set of symmetric functions,
- $I$ the set of increasing functions,
- $L$ the set of functions $F$ such that $F(xA) \leq F(x)$, where $x$ is an arbitrary vector and $A$ an arbitrary diagonal matrix whose elements are 0 or 1,
- $C$ the set of convex functions,
- $G$ the set of symmetric gauge functions.

The following three theorems are due to L. Mirsky [12].

**Theorem 6.** The inequality

$$(6) \quad F(x) \leq F(y)$$

holds for any function $F \in C \cap S$ if and only if $x \prec y$.

L. Mirsky deduced from this theorem Theorem 1 as a special case.

**Theorem 7.** Inequality (6) holds for any function $F \in C \cap S \cap I$ if and only if $x \ll y$.

From this theorem the cited results of M. Tomić and G. Pólya can be obtained, as well as Theorem 5 of K. Fan.
Theorem 8. The inequality (6) holds for any function $F \in C \land S \land L$ if and only if

$$x \ll y^+, \quad -x \ll (-y)^+,$$

where $x^+ = (x_1^+, \ldots, x_n^+)$ and $x_k^+ = \max(x_k, 0)$.

The following four theorems are also connected with majorization.

Theorem 9. If $a_1 > 0, \ldots, a_n > 0$, $b_1 \geq \cdots \geq b_n > 0$, and $b_1/a_1 \leq \cdots \leq b_n/a_n$, then $f$, defined by

$$f(r) = \left(\frac{a_1^r + \cdots + a_n^r}{b_1^r + \cdots + b_n^r}\right)^{1/r},$$

is an increasing function.

The above theorem was proved by A. W. Marshall, I. Olkin and F. Proschan [13].

Theorem 10. Let $X_1, \ldots, X_n$ be random variables such that their joint distribution is invariant under permutations of its arguments. If $a > b$, and if $F$ is a convex and a symmetric function, then

$$EF(a_1X_1, \ldots, a_nX_n) \geq EF(b_1X_1, \ldots, b_1X_1),$$

where $E$ denotes the mathematical expectation.

This theorem of A. W. Marshall and F. Proschan [14] contains Theorem 1 as well as the following theorem of R. F. Muirhead [15].

Theorem 11. If $y_k > 0$ for $k = 1, \ldots, n$ and if $a > b$, then

$$(7) \quad \Sigma! y_1^{a_1} \cdots y_n^{a_n} \geq \Sigma! y_1^{b_1} \cdots y_n^{b_n},$$

where $\Sigma!$ denotes summation over the $n!$ permutations of $y_1, \ldots, y_n$.

More generally,

$$\Sigma! F(a_1x_1, \ldots, a_nx_n) \geq \Sigma! F(b_1x_1, \ldots, b_nx_n),$$

where $F$ is a convex symmetric function and where $\Sigma!$ denotes summation over the $n!$ permutations of $x_1, \ldots, x_n$.


Definition 6. A real function $F$ of $n$ real variables is called Schur’s function, if for all $i \neq j$,

$$(x_i - x_j) \left(\frac{\partial F}{\partial x_i} - \frac{\partial F}{\partial x_j}\right) \geq 0.$$
**Remark.** In the above definition it was supposed that \( F \) is a differentiable function. However, a definition of Schur's functions which are not differentiable is also given in the literature.

**A. Ostrowski [19]** has proved the following result:

**Theorem 12. Inequality**

\[
F(x) \geq F(y)
\]

**holds for any Schur's function** \( F \) **if and only if** \( x \succ y \).

We shall now quote some integral inequalities which are connected with the majorization of functions.

**G. H. Hardy, J. E. Littlewood** and **G. Polya** proved in [1] an integral analogue of the inequality which appears in Theorem 1.

The following theorem is due to **J. V. Ryff [20]**.

**Theorem 13.** Let \( x \) and \( y \) be bounded and measurable functions on \([0, 1]\).

The inequality

\[
\int_0^1 \log \left( \int_0^1 u(t)^{x(s)} \, dt \right) \, ds \leq \int_0^1 \log \left( \int_0^1 u(t)^{y(s)} \, dt \right) \, ds
\]

**holds for any positive function** \( u \) **such that** \( u^p \in L^1 \) **for any finite** \( p \), **if and only if** \( x \prec y \).

Inequality (8) represents an integral analogue of Muirhead's inequality (7).

Finally, we shall quote the following result due to **G. F. D. Duff [24]**.

Let the sequence \( a = (a_1, \ldots, a_n) \) be rearranged as \( a^* = (a_1^*, \ldots, a_n^*) \), with \( a_1^* \geq \cdots \geq a_n^* \). Then

\[
\sum_{k=1}^{n-1} |\Delta a_k^*|^p \leq \sum_{k=1}^{n-1} |\Delta a_k|^p,
\]

where \( p \geq 1 \) and \( \Delta a_k = a_{k+1} - a_k, \Delta a_k^* = a_{k+1}^* - a_k^* \).

Equality in (9) holds if and only if \( a_k = a_k^* \) for \( k = 1, \ldots, n \).

The continuous analogue of (9) is

\[
\int_a^b |f^{*'}(x)|^p \, dx \leq \int_a^b |f'(x)|^p \, dx,
\]

where \( p \geq 1 \) and where \( f^* \) is the decreasing rearrangement of \( f \).

Duff also proved other interesting results, but J. V. Ryff in Math. Reviews 37, 69 (1969), has given some critical comments on the rigour of the proof.
The question of priority of Theorem 1. From the above exposition follows that Theorem 1 is due to G. H. Hardy, J. E. Littlewood and G. Pólya [1]. However, in the literature one can find that Theorem 1 is also ascribed to J. Karamata.

In the book [21] of E. F. Beckenbach and R. Bellman the titles (pp. 30 and 31) concerning Theorem 1 are "An Inequality of Karamata" and "Proof of the Karamata Result".

In the expository article [22], p. 20, of N. G. de Bruijn Theorem 1 is again ascribed to J. Karamata [3], H. Weyl [6] and G. Pólya [5]. However, G. Pólya has quoted in [5] that the result in question of Weyl [6] is similar to [1] which is due to G. H. Hardy, J. E. Littlewood and G. Pólya, published in 1929 and rediscovered in 1932 by J. Karamata [3].

A. Ostrowski in [19], p. 261, L. Fuchs in [2], p. 53, L. Mirsky in [23], p. 159, acknowledged the priority of Theorem 1 to G. H. Hardy, J. E. Littlewood and G. Pólya.

In Zentralblatt für Mathematik 5, 201 (1933), W. Fenchel in his review of Karamata’s paper [3] has written: "In einem Zusatz wird darauf hingewiesen, daß sich das obige Resultat schon in einer Note von Hardy, Littlewood and Pólya [Messenger Math. 58, 149—152 (1929)] findet". However, we cannot find in [3] such an addition.

W. W. Rogosinski in Jahrbuch über die Fortschritte der Mathematik 58, 211 (1932), for the same paper, at the end of his review draws attention to [1] without further comments.

It is interesting to notice that in [4] M. Tomic did not attribute sufficient importance to his result cited above as Theorem 2, which was discovered by H. Weyl [6] at the same time, but with less generality. Tomic’s paper was written in Serbian with summaries in French and Russian. However, in these summaries Theorem 2 is not cited.
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2.25 Inequalities for Vector Norms

2.25.1 Triangle Inequality

**Definition 1.** Let $R$ be the set of all real numbers and $R^n$ the set of all ordered $m$-tuples $a = (a_1, \ldots, a_m)$ of real numbers.

The function

$$ (a, b) \mapsto a \cdot b = a_1b_1 + \cdots + a_mb_m $$

from $R^n \times R^n$ into $R$ is called the scalar (or inner) product on $R^n$. The function

$$ a \mapsto |a| = \sqrt{a \cdot a} = \sqrt{a_1^2 + \cdots + a_m^2} $$

is called the Euclidean norm on $R^n$.

**Theorem 1.** For any $a, b \in R^n$,

$$ |a + b| \leq |a| + |b|, $$

equality holding if and only if $a = 0$ or $b = ta$ with $t \geq 0$.

**Proof.** By the Cauchy inequality we have

$$ (\Sigma a_i b_i)^2 \leq (\Sigma a_i^2) \cdot (\Sigma b_i^2), $$
i.e.,
\[(a \cdot b)^2 \leq \lvert a \rvert^2 \lvert b \rvert^2.\]

Now,
\[(a + b) \cdot (a + b) = a \cdot a + b \cdot b + 2a \cdot b \leq a \cdot a + b \cdot b + 2 \lvert a \rvert \lvert b \rvert = (\lvert a \rvert + \lvert b \rvert)^2,
\]
from which the triangle inequality (3) follows.

Equality holds in (3) if and only if it holds in (5), i.e., if \(a \cdot b = \lvert a \rvert \lvert b \rvert\), which together with the corresponding result for the CAUCHY inequality implies that \(a\) and \(b\) are proportional.

Hence \(a \neq 0\) implies \(b = ta\) \((t \in \mathbb{R})\). Replacing this in
\[\lvert a \rvert + \lvert b \rvert = \lvert a + b \rvert,
\]
we get
\[1 + \lvert t \rvert = \lvert 1 + t \rvert,
\]
which implies \(t \geq 0\).

\(\mathbb{R}^m\) becomes a vector space by defining
\[(a_1, \ldots, a_m) + (b_1, \ldots, b_m) = (a_1 + b_1, \ldots, a_m + b_m)
\]
as addition, and
\[t(a_1, \ldots, a_m) = (ta_1, \ldots, ta_m)
\]
as multiplication by a real number \(t\).

If we put
\[d(a, b) = \lvert a - b \rvert \quad \text{for} \quad a, b \in \mathbb{R}^m,
\]
then the function \(d\) has the following properties:
\[d(a, b) \geq 0,
\]
\[d(a, b) = 0 \iff a = b,
\]
\[d(a, b) \leq d(a, c) + d(c, b) \quad \text{for all} \quad a, b, c \in \mathbb{R}^m.
\]

The last inequality is the usual triangle inequality from Analytic Geometry.

The set \(\mathbb{R}^m\) together with the function \(d\) is called the \(m\)-dimensional Euclidean vector space and will be denoted by \(E^m\) in the sequel.

### 2.25.2 An Identity of Hlawka and the Associated Inequality

Now we shall prove that
\[(1) \quad \lvert a \rvert + \lvert b \rvert + \lvert c \rvert \geq \lvert b + c \rvert - \lvert c + a \rvert - \lvert a + b \rvert + \lvert a + b + c \rvert \geq 0,
\]
where \(a, b, c\) are arbitrary vectors in \(E^m\).
This inequality follows immediately from the triangle inequality and
the following identity

\[(2) \quad (|a| + |b| + |c| - |b + c| - |c + a| - |a + b| + |a + b + c|) \times (|a| + |b| + |c| + |a + b + c|)
= (|b| + |c| - |b + c|) (|a| - |b + c| + |a + b + c|)
+ (|c| + |a| - |c + a|) (|b| - |c + a| + |a + b + c|)
+ (|a| + |b| - |a + b|) (|c| - |a + b| + |a + b + c|),
\]

which is due to E. Hlawka [1].

The proof of this identity can be obtained by direct verification.

We note that the triangle inequality and Hlawka's identity hold
also in unitary spaces.

It was conjectured [2] that the inequality (1) holds in every real
normed space. This conjecture was shown to be true, see for instance [3].

The analogous assertion for complex spaces is not true.

2.25.3 An Inequality of Hornich

**Theorem 1.** Let \( a \in E^n \) and \( a_k \in E^n \) \((k = 1, \ldots, n)\). If these vectors satisfy

\[(1) \quad \sum_{k=1}^{n} a_k = -ta \quad (t \geq 1), \]

then

\[(2) \quad \sum_{k=1}^{n} (|a_k + a| - |a_k|) \leq (n - 2) |a|. \]

If \( t < 1 \) in (1), then (2) need not necessarily hold.

**Proof.** From the inequality of Hlawka we get

\[(3) \quad \max (|a_i + a| - |a_i| + |a_j + a| - |a_j|) \leq |a_i + a_j + a| - |a_i + a_j| + |a|,
\]

where the maximum is taken over all pairs of vectors \( a_i, a_j \) such that
\( a_i + a_j = \text{const} \). Using (3) we see that the sum on the left-hand side of
(2) does not decrease if we replace the vectors \( a_1, a_2, \ldots, a_n \) by the vectors
\( 0, a_1 + a_2, a_3, \ldots, a_n \). In the same way we conclude that the new sum
will not decrease if we replace the vectors \( 0, a_1 + a_2, a_3, \ldots, a_n \) by \( 0, 0, a_1 + a_2 + a_3, a_4, \ldots, a_n \). By repeated application of this procedure we conclude that

\[(4) \quad \sum_{k=1}^{n} (|a_k + a| - |a_k|) \leq \sum_{k=1}^{n} (|b_k + a| - |b_k|), \]
where \( b_1 = \cdots = b_{n-1} = 0, \ b_n = a_1 + \cdots + a_n \). Putting these \( b_k \) into (4), we get

\[
\sum_{k=1}^{n} \left( |a_k + a| - |a_k| \right) \leq (n - 1) |a| + |a_1 + \cdots + a_n + a| - |a_1 + \cdots + a_n|.
\]

By application of (1) we obtain that

\[
\sum_{k=1}^{n} \left( |a_k + a| - |a_k| \right) \leq (n - 1 - |t|) |a| + |t - 1| |a|.
\]

Since \( |t - 1| - |t| = -1 \) \( (t \geq 1) \) it follows that HORNIUS's inequality (2) is true.

H. HORNIUS [1] gave his inequality in a different form which is a special case of (2). We shall still call it HORNIUS's inequality.

The lengthy original proof of HORNIUS was shortened by R. P. Lučić [4] who used induction on \( n \). The above general form of this inequality and the proof are due to D. Ž. DJOKOVIĆ [5].

### 2.25.4 Generalizations of Hlawka’s Inequality

D. D. ADAMOVIĆ [6] has established the following inequality

\[
(1) \quad (n - 2) \sum_{k=1}^{n} |a_k| + \left| \sum_{k=1}^{n} a_k \right| \geq \sum_{1 \leq i < j \leq n} |a_i + a_j| \quad (n \geq 2),
\]

where \( a_k \in \mathbb{R}^m \). This inequality contains Hlawka's inequality as a special case when \( n = 3 \).

D. D. ADAMOVIĆ's proof is based on an identity which is a generalization of the identity (2) in 2.25.2.

In [7] P. M. VASTČ has, among other things, given a straightforward proof of this inequality by the method of induction.

D. Ž. DJOKOVIĆ [8] has proved the following more general inequality which contains (1) as a special case:

\[
(2) \quad \sum_{1 \leq i_1 < \cdots < i_k \leq n} |a_{i_1} + \cdots + a_{i_k}| \leq \binom{n-2}{k-2} \left( \frac{n-k}{k-1} \sum_{i=1}^{n} |a_i| + \sum_{i=1}^{n} a_i \right).
\]

The values of \( n \) and \( k \) are given by \( n = 3, 4, \ldots, k = 2, \ldots, n - 1 \). Independently of D. Ž. DJOKOVIĆ the inequality (2) was proved also by D. M. SMILEY and M. F. SMILEY [2]. Conditions for equality in (2) are given in [2] and [8].

Inequality (2) was used by T. POPOVIĆ [9] as a new characterization of continuous convex functions. In fact, he proved the following theorem:
Let $n \geq 3$ be a positive integer and $k$ an integer such that $2 \leq k \leq n - 1$. A continuous function $f$ is nonconcave over some interval $I$ if and only if
\[
\frac{1}{k} \left( \frac{n - 2}{k - 2} \right) \left[ \frac{n - k}{k - 1} \sum_{i=1}^{n} f(x_i) + nf\left( \frac{x_1 + \cdots + x_n}{n} \right) \right]
\]
holds for any $x_1, \ldots, x_n \in I$.

Let $D$ be an additive Abelian semigroup with neutral element $0$ and let $E \subset D$ be a set with the following properties:

1° $0 \in E$;

2° $a_i \in E$ ($i = 1, \ldots, n$) $\land$ $\sum_{i=1}^{n} a_i \in E$ $\Rightarrow$ $\sum_{i=1}^{m} a_i \in E$ ($1 \leq i_1 < \cdots < i_m \leq n$).

Furthermore, let $G$ be an ordered Abelian group, i.e. this group is endowed, with a relation of total order $<$ with the property:

$$(a, b, c \in G \land a < b) \Rightarrow (a + c < b + c).$$

For a function $f: E \to G$, denote by $C_{n,k}$ the condition

\[
\frac{1}{k} \left( \frac{n - 2}{k - 2} \right) \left[ \frac{n - k}{k - 1} \sum_{i=1}^{n} f(a_i) + nf\left( \sum_{i=1}^{n} a_i \right) \right]
\]

where $a_i \in E$ ($1 \leq i \leq n$), $\sum_{i=1}^{n} a_i \in E$.

P. M. VASIĆ and D. D. ADAMOVIĆ [10] have proved

**Theorem 1.** Conditions $C_{n,k}$ ($2 \leq k < n$; $n \geq 3$) are fulfilled if and only if one of them is satisfied, i.e., each one of these conditions is equivalent to all others.

Inequalities (1) and (2) are contained in this theorem.

**Remark.** H. FREUDENTHAL [11] has proposed the following problem: If $a_1, \ldots, a_n$ are arbitrary $m$-dimensional vectors, for what values of $n$ do we have

\[
\sum_{i=1}^{n} |a_i| - \sum_{1 \leq i < j \leq n} |a_i + a_j| + \sum_{1 \leq i < j < k \leq n} |a_i + a_j + a_k| - \cdots + (-1)^{n-1} |a_1 + \cdots + a_n| \geq 0.
\]

If $n = 2$ this is the triangle inequality. If $n = 3$ this is the inequality of HŁAWKA. If $n \geq 4$ it was shown by W. A. J. LUXEMBURG that this inequality is false. His counterexample is the following:

\[
a_i = b \quad (i = 1, \ldots, n - 1), \quad a_n = -2b \quad (b \neq 0).
\]
The following very general reduction theorem for linear vector inequalities is due to F. W. LEVI [12].

**Theorem 2.** Let \(k_i\) and \(\rho_{ij}\) (\(i = 1, \ldots, n; j = 1, \ldots, r\)) be real constants. Suppose that for all real numbers \(x_1, \ldots, x_r\), we have

\[
\sum_{i=1}^{n} k_i |\rho_{i1} x_1 + \cdots + \rho_{ir} x_r| \geq 0.
\]

Then

\[
\sum_{i=1}^{n} k_i |\rho_{i1} a_1 + \cdots + \rho_{ir} a_r| \geq 0
\]

holds for arbitrary vectors \(a_1, \ldots, a_r \in E^m\) and any positive integer \(m\).

**Proof.** Let \(b \in E^m\) and

\[F(b) = \int |a \cdot b| \, da,\]

where the integral is taken over the unit sphere \(|a| = 1\) in \(E^m\). It is evident that \(F(b)\) has the properties

\[F(b) = F(c) \quad \text{if} \quad |b| = |c|,\]

\[F(tb) = |t| F(b) \quad \text{for any real} \ t,\]

\[F(e) = \rho_m > 0 \quad \text{if} \quad |e| = 1.\]

Replace \(x_i\) in (3) by the scalar product \(a_i \cdot a\), where \(a \in E^m\) is also arbitrary. Then we get

\[
\sum_{i=1}^{n} k_i |(\rho_{i1} a_1 + \cdots + \rho_{ir} a_r) \cdot a| \geq 0.
\]

By integration over the unit sphere \(|a| = 1\), we get

\[
\sum_{i=1}^{n} k_i \int |(\rho_{i1} a_1 + \cdots + \rho_{ir} a_r) \cdot a| \, da \geq 0.
\]

Using (5) we obtain

\[
\sum_{i=1}^{n} k_i |\rho_{i1} a_1 + \cdots + \rho_{ir} a_r| \rho_m \geq 0,
\]

which implies (4).

As an application of the reduction theorem F. W. LEVI [12] proved that

\[
\sum |\pm a_1 \pm \cdots \pm a_r| \geq 2^{r-1} \sum |a_i|,
\]

where \(t = \left[\frac{r-1}{2}\right]\), \(a_1, \ldots, a_r \in E^m\); and the sum on the left-hand side is taken over all \(2^r\) combinations of \(\pm\) and \(-\).
It is easy to verify that
\[
\binom{r-1}{t} = \binom{r-1}{s}, \quad \text{if} \quad t = \left\lfloor \frac{r-1}{2} \right\rfloor \quad \text{and} \quad s = \left\lceil \frac{r}{2} \right\rceil.
\]

In the case \( m = 1 \), inequality (6) has been rediscovered by M. MARJANOVIĆ [13].

### 2.25.5 A Steinitz-Gross Result

Let \( a_k \in E^m \) \( (k = 1, \ldots, n) \) be such that
\[
\sum_{k=1}^{n} a_k = 0, \quad |a_k| \leq 1 \quad (1 \leq k \leq n).
\]

Let these vectors be arranged so that they form a closed polygon in \( E^m \), namely
\[
\overrightarrow{OA_1}A_2 \cdots A_{n-1}O \quad (\overrightarrow{OA_1} = a_1, \ldots, \overrightarrow{A_{k-1}A_k} = a_k, \ldots, \overrightarrow{A_{n-1}O} = a_n).
\]

Let \( \varphi_m \) be the least positive number having the following property: Given any system of vectors \( a_k \in E^m \) \( (k = 1, \ldots, n ; n \geq 2) \) satisfying (1); then we can permute \( a_2, \ldots, a_n \) so that the corresponding polygon associated with these \( n \) vectors arranged in a new order is contained in the sphere \( |a| \leq \varphi_m \) with centre at the origin \( O \).

We have evidently \( \varphi_1 = 1 \). Independently of each other W. GROSS [14], V. BERGSTRÖM [15], and I. DAMSTEEG and I. HALPERIN [16] proved that \( \varphi_2 = \sqrt{2} \). The values of \( \varphi_m \) for \( m > 2 \) are not known.

I. DAMSTEEG and I. HALPERIN [16] proved that
\[
\varphi_m \geq \frac{1}{2} \sqrt{m+6}.
\]

F. A. BEHRENDE [17] has proved that
\[
\varphi_m < m, \quad \varphi_3 < \sqrt{3} + 2\sqrt{3} = 2.90 \ldots
\]

**References**


### 2.26 Mills’ Ratio and Some Related Results

The function $R$ defined by

$$R(x) = \frac{\int_0^{+\infty} e^{-\frac{t^2}{2}} dt}{x^{\int_0^{+\infty} e^{-\frac{t^2}{2}} dt}} = \frac{x^{\frac{1}{2}}}{e^{x^{\frac{1}{2}}}} \int_0^{+\infty} e^{-\frac{t^2}{2}} dt$$

is usually called Mills’ ratio.

We shall give here some results which refer to the problem of finding some simple functions which approximate $R$.

One of the first such results was obtained by R. D. Gordon [1] who proved in 1941 that for all $x > 0$,

$$\frac{x}{x^2 + 1} \leq R(x) \leq \frac{1}{x}.$$  \hspace{1cm} (1)

A year later, Z. W. Birnbaum [2] improved the lower bound of R. D. Gordon, thus obtaining that for all $x > 0$,

$$\frac{1}{2} (\sqrt{4 + x^2} - x) < R(x) \leq \frac{1}{x}.$$  \hspace{1cm} (2)

Birnbaum’s proof uses properties of convex functions.

Other results were mainly based on improving inequalities (1) and (2) or extending the domain in which they hold.

Thus, for example, M. R. Sampford [3] has proved that, for all real $x$, $0 < (1/R(x))' < 1$ and $(1/R(x))'' > 0$, and as a consequence that $R(x) < 4/(3x + \sqrt{8 + x^2})$ for $x > -1$. 

---

12 Mitrović, Inequalities
Sharpening the combined Gordon's and Birnbaum's inequalities (2) written in the form

\[ \frac{1}{2 \sqrt{2\pi}} \left( \sqrt{4 + x^2} - x \right) e^{-x^2/2} \leq \frac{1}{\sqrt{2\pi}} \int_{x}^{+\infty} e^{-t^2/2} \, dt \leq \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \cdot \]

R. F. Tate [4] has proved that for \( x > 0 \),

\[ \frac{1}{2} - \frac{1}{\sqrt{\frac{1}{4} - \frac{e^{-x^2}}{2}}} \leq \frac{1}{\sqrt{2\pi}} \int_{x}^{+\infty} e^{-t^2/2} \, dt \leq \frac{1}{2} + \frac{e^{-x^2/2}}{\sqrt{2\pi}} - \frac{1}{4} + \frac{e^{-x^2}}{2\pi x^2} \cdot \]

The upper bound in (4) is an improvement on that in (3) for \( x > 0 \), while the lower bound cannot be compared with Birnbaum's since for some values of \( x \geq 0 \) it is greater and for some smaller than the lower bound in (3).

Y. Komatu [5] has given an elementary proof of the inequalities

\[ \frac{2}{\sqrt{x^2 + 4 + x}} < R(x) < \frac{2}{\sqrt{x^2 + 2 + x}} \cdot \]

The lower bound in inequality (5) is equal to the lower bound in (2), while the upper bound is an improvement on the result of Gordon.

H. O. Pollak [6] has shown that the greatest value of \( \beta \) for which

\[ R(x) < \frac{2}{\sqrt{x^2 + \beta + x}} \]

is \( \beta = 8/\pi \). It can easily be shown that the least value of \( \beta \) for which

\[ \frac{2}{\sqrt{x^2 + \beta + x}} < R(x) \]

is \( \beta = 4 \), i.e., that Birnbaum's lower bound for \( R(x) \) is the best possible bound of the form \( \frac{2}{\sqrt{x^2 + \beta + x}} \). However, \( \frac{2}{\sqrt{x^2 + 4 + x}} \) tends to 1 as \( x \) tends to 0, whereas \( R(x) \) in that case tends to \( \sqrt{\pi/2} \). (The upper bound, \( \frac{2}{\sqrt{x^2 + (8/\pi) + x}} \) also tends to \( \sqrt{\pi/2} \) as \( x \) tends to 0.)

In order to get lower and upper bounds which have the same limits as \( R(x) \), A. V. Boyd [7] tried to find approximations for \( R \) in the more general form

\[ \frac{\alpha}{\sqrt{x^2 + \beta + \gamma x}} \cdot \]

He first noticed that for the approximation to be good for both large and small \( x \), it is necessary that \( \alpha = \gamma + 1 \), \( \beta = 2\gamma^2/\pi \), i.e., that the approximating functions are of the form

\[ \frac{\gamma + 1}{\sqrt{x^2 + (2/\pi) (\gamma + 1)^2 + \gamma x}} \cdot \]
By expanding $R(x)$ for small and large $x$, A. V. Boyd succeeded in proving that $\gamma = \pi - 1$ and $\gamma = 2/(\pi - 2)$ give the sharpest lower and upper bounds respectively, thus obtaining for $x > 0$ the inequalities

$$\frac{\pi}{\sqrt{x^2 + 2\pi + (\pi - 1)x}} < R(x) < \frac{\pi}{\sqrt{(\pi - 2)^2 x^2 + 2\pi + 2x}}.$$ 

(6)

Notice that in this case, both bounds in (6) tend to $\sqrt{\pi/2}$ as $x$ tends to 0. The above bounds are better than Pollak's.

Concerning the function $R$, see also papers [8]−[11].

Generalizing Mills' ratio, W. Gautschi [12] has proved that, for $\rho > 1$ and $0 \leq x < +\infty$,

$$\frac{1}{2} ((x^\rho + 2)^{1/\rho} - x) < e^{\pi x^\rho} \int_x^{+\infty} e^{-t^\rho} \, dt \leq C_\rho \left( (x^\rho + \frac{1}{C_\rho})^{1/\rho} - x \right),$$

(7)

where $C_\rho = \left( I'(1 + \frac{1}{\rho}) \right)^{\rho - 1}$.

A special case of the above inequalities

$$\frac{1}{\sqrt{x^2 + 2}} < e^{\pi x^2} \int_x^{+\infty} e^{-t^2} \, dt \leq \frac{1}{x + \sqrt{x^2 + (4/\pi)}}$$

obtained by putting $\rho = 2$ in (7) is quoted in [13].

A somewhat different line of approach was pursued by R. G. Hart, and W. R. Schucany and H. L. Gray.

R. G. Hart defines in [14] the function

$$P(x) = \frac{e^{-x^2/2}}{x} \left( 1 - \frac{(1 + bx^2)^{1/2}}{P_0^{1/2} + (P_0^{1/2} + \exp(-x^2/2) (1 + bx^2)^{1/2})(1 + ax^2)^{1/2}} \right),$$

where $P_0 = \sqrt{\pi/2}$, $a = \frac{1}{2} (1 + (1 - 2\pi^2 + 6\pi)^{1/2})$, $b = 2\pi a^2$, showing that it has a number of properties in common with $F(x) = \int_x^{+\infty} e^{-t^2/2} \, dt$:

1° For all real $x$, $P$ is real, positive and finite.

2° For all real $x$, $dP/dx$ is real, negative and finite.

3° For all real $x$, $P(x) + P(-x) = (2\pi)^{1/2}$.

4° As $x \to 0$, $P(x) \to (\pi/2)^{1/2}$.

5° As $x \to 0$, $dP/dx \to -1$.

6° As $x \to +\infty$, $P \to 0$ and $x \exp(x^2/2) P(x) \to 1$.

7° As $x \to +\infty$, $dP/dx \to 0$ and $(d/d (x^{-2})) (x \exp(x^2/2) P(x)) \to -1$.

Moreover, it was shown that functions $P$ and $F$ have approximately equal values for a number of values of $x$. 

12*
W. R. Schucany and H. L. Gray [15] defined the function \( E \) by a simpler expression
\[
E(x) = \frac{x \exp(-x^2/2) \left( 6x^4 - 14x^2 - 28 \right)}{x^2 + 2 \left( x^4 + 5x^2 - 20x^2 - x \right)}.
\]

Properties analogous to 1\(^o\), 2\(^o\), 6\(^o\) and 7\(^o\) hold for all \( x > 2 \).

\( E(x) \) is a better approximation than \( P(x) \), but unfortunately it is not certain whether it holds for \( x < 2 \) (while \( P(x) \) approximates \( F(x) \) for all real values of \( x \)).

The following results are also related to Mills' ratio:

1\(^o\) Define \( I_m \) by the following expression [16]
\[
I_m = \int_0^{+\infty} x^m e^{-x^2/2} dx \quad \text{for} \quad m = 0, 1, \ldots \text{ and } n = 1, 2, \ldots
\]

Then the following inequality holds
\[
I_{n+1} > I_n.
\]

2\(^o\) For all \( x > 0 \), we have [17], p. 229,
\[
e^{-x^2} \int_0^x e^t dt \leq \frac{\pi^2}{8x} (1 - e^{-x^2}).
\]

Remark. In Statistics the function \( R \) is named after J. P. Mills who has considered it for the first time in [18]. In the literature the name Mills is often wrongly used as Mill. For this information we are obliged to R. F. Tate, Z. W. Birnbaum and C. L. Mallows.
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2.27 Stirling's Formula

We start with the expansion

\[
\log \frac{1 + x}{1 - x} = 2 \left( x + \frac{1}{3} x^3 + \frac{1}{5} x^5 + \frac{1}{7} x^7 + \cdots \right),
\]

which holds if \(-1 < x < +1\).

For \(x = \frac{1}{2n + 1}\), with \(n\) a positive integer, we get

\[
\log(n + 1) = \log n + 2 \left( \frac{1}{2n + 1} + \frac{1}{3} \frac{1}{(2n + 1)^3} + \frac{1}{5} \frac{1}{(2n + 1)^5} + \cdots \right),
\]

i.e.,

\[
\left( n + \frac{1}{2} \right) \log \left( 1 + \frac{1}{n} \right) = 1 + \frac{1}{3} \frac{1}{(2n + 1)^3} + \frac{1}{5} \frac{1}{(2n + 1)^5} + \cdots.
\]

Since

\[
1 + \frac{1}{3} \frac{1}{(2n + 1)^2} + \frac{1}{5} \frac{1}{(2n + 1)^4} + \cdots
\]

\[
< 1 + \frac{1}{3} \left( \frac{1}{(2n + 1)^2} + \frac{1}{(2n + 1)^4} + \cdots \right)
\]

\[
= 1 + \frac{1}{12} \frac{1}{n(n + 1)}
\]

\[
= 1 + \frac{1}{12} \frac{1}{n} - \frac{1}{12} \frac{1}{n + 1},
\]

we obtain

\[
\left( n + \frac{1}{2} \right) \log \left( 1 + \frac{1}{n} \right) < 1 + \frac{1}{12} \frac{1}{n} - \frac{1}{12} \frac{1}{n + 1}.
\]
On the other hand, we have

\[
\left(n + \frac{1}{2}\right) \log \left(1 + \frac{1}{n}\right) > 1 + \frac{1}{3} \left(\frac{1}{2n + 1}\right)^2 + \frac{1}{5} \left(\frac{1}{2n + 1}\right)^4 \\
+ \frac{1}{25/3} \left(\frac{1}{2n + 1}\right)^6 + \cdots \\
= 1 + \frac{1}{3} \left(\frac{1}{2n + 1}\right)^2 \left(\frac{1}{1 - \frac{1}{5/3} \left(\frac{1}{2n + 1}\right)^2}\right) \\
= 1 + \frac{12}{144n^2 + 144n + 14.4} \\
> 1 + \frac{12}{144n^2 + 150n + 49/16} \quad (n \geq 2) \\
= 1 + \frac{1}{12n + 1/4} - \frac{1}{12(n + 1) + 1/4}.
\]

So we have proved that

\[
(3) \quad \left(n + \frac{1}{2}\right) \log \left(1 + \frac{1}{n}\right) > 1 + \frac{1}{12n + 1/4} - \frac{1}{12(n + 1) + 1/4} \quad (n \geq 2).
\]

If \(n \geq 2\) from (2) and (3) we get

\[
(4) \quad e \exp\left(\frac{1}{12n + 1/4} - \frac{1}{12(n + 1) + 1/4}\right) < \left(1 + \frac{1}{n}\right)^{n+1/2} \\
< e \exp\left(\frac{1}{12n} - \frac{1}{12(n + 1)}\right) .
\]

Let us now consider the sequence \((a_n)\) of positive numbers

\[
a_n = \frac{n! e^n}{n^{n+1/2}} \quad (n \geq 2).
\]

Since

\[
\frac{a_n}{a_{n+1}} = \frac{1}{e} \left(1 + \frac{1}{n}\right)^{n+1/2} ,
\]

we obtain from (4) that

\[
\exp\left(\frac{1}{12n + 1/4} - \frac{1}{12(n + 1) + 1/4}\right) < \frac{a_n}{a_{n+1}} < \exp\left(\frac{1}{12n} - \frac{1}{12(n + 1)}\right). 
\]

It follows that

\[
a_{n+1} \exp\left(-\frac{1}{12(n + 1) + 1/4}\right) < a_n \exp\left(-\frac{1}{12n + 1/4}\right) 
\]

and

\[
a_n \exp\left(-\frac{1}{12n}\right) < a_{n+1} \exp\left(-\frac{1}{12(n + 1)}\right).
\]

Using

\[
1 < \left(n + \frac{1}{2}\right) \log \left(1 + \frac{1}{n}\right), \quad \text{i.e.,} \quad e < \left(1 + \frac{1}{n}\right)^{n+1/2} ,
\]
we get the inequality

\[ 1 < \frac{1}{e} \left( 1 + \frac{1}{n} \right)^{n+1/2} . \]

According to (5) this leads to

\[ 1 < \frac{a_n}{a_{n+1}}, \quad \text{i.e.,} \quad a_{n+1} < a_n . \]

The sequence of positive numbers \( a_n \exp \left( -\frac{1}{12n} \right) \) is monotonically increasing and

\[ a_n \exp \left( -\frac{1}{12n} \right) < a_n < a_{n-1} < \cdots < \frac{2! \cdot e^2}{2^{5/2}} . \]

The sequence of positive numbers \( a_n \exp \left( -\frac{1}{12n + 1/4} \right) \) is monotonically decreasing and

\[ a_n > a_n \exp \left( -\frac{1}{12n + 1/4} \right) > a_{n+1} \exp \left( -\frac{1}{12n + 1/4} \right) , \]

i.e.,

\[ a_{n+1} \exp \left( -\frac{1}{12n + 1/4} \right) < a_n < a_{n-1} < \cdots < \frac{2! \cdot e^2}{2^{5/2}} . \]

Consequently, we have

\[ \lim_{n \to +\infty} \left[ a_n \exp \left( -\frac{1}{12n + 1/4} \right) \right] = \lim_{n \to +\infty} \left[ a_n \exp \left( -\frac{1}{12n} \right) \right] = \lim_{n \to +\infty} a_n = a , \]

where \( a \) is a finite positive constant which has to be determined.

We shall use WAllis' formula

\[ \sqrt{\pi} = \lim_{n \to +\infty} \left[ \frac{(2n - 2)!!}{(2n - 1)!!} \right] \frac{2}{\sqrt{n}} = \lim_{n \to +\infty} \frac{2^{2n} n!}{(2n)! \sqrt{n}} . \]

By setting \( n! = a_n e^{-n} n^{n+1/2} \), we find that

\[ \sqrt{\pi} = \lim_{n \to +\infty} \frac{2^{2n} a_n^2 n^{2n+1} e^{-2n}}{(2n)^{2n+1/2} a_{2n} e^{-2n} \sqrt{n}} = \lim_{n \to +\infty} \frac{a_n^2}{a_{2n} \sqrt{2}} = \sqrt{2} . \]

Hence, we have proved that

\[ a_n \exp \left( -\frac{1}{12n} \right) < a = \sqrt{2\pi} < a_n \exp \left( -\frac{1}{12n + 1/4} \right) . \]

Further, we obtain

\[ \frac{n! \cdot e^n}{n^{n+1/2}} \exp \left( -\frac{1}{12n} \right) < \sqrt{2\pi} < \frac{n! \cdot e^n}{n^{n+1/2}} \exp \left( -\frac{1}{12n + 1/4} \right) , \]

\[ \frac{n^{n+1/2}}{n! \cdot e^n} \exp \left( \frac{1}{12n} \right) > \frac{1}{\sqrt{2\pi}} > \frac{n^{n+1/2}}{n! \cdot e^n} \exp \left( \frac{1}{12n + 1/4} \right) , \]

(6) \( \sqrt{2\pi n} n^{n} e^{-n} \exp \frac{1}{12n + 1/4} < n! < \sqrt{2\pi n} n^{n} e^{-n} \exp \frac{1}{12n} . \)
These inequalities hold for \( n \geq 2 \).

The asymptotic formula

\[ n! \sim \sqrt{2\pi n} \, n^n e^{-n} \]

is due to J. Stirling (1764).

Cesàro-Buchner’s inequalities (6) (cf. [1] — [5]) are more accurate than (7) since they give also lower and upper bounds of \( n! \).

The lower bound can be improved, as follows

\[ \sqrt{2\pi n} \, n^n e^{-n} \exp \frac{1}{12n + (0.6/n)} < n! \quad (n \geq 3). \]

H. Robbins (cf. [6] and [7]) in 1955 proved that

\[ \sqrt{2\pi n} \, n^n e^{-n} \exp \frac{1}{12n + 1} < n! < \sqrt{2\pi n} \, n^n e^{-n} \exp \frac{1}{12n}. \]

However, these bounds are weaker than those found by P. Buchner which were published in 1951.

In a recent paper, P. R. Beesack [14] used the method of Cesàro, given above, but carried one additional term in the expansion leading to (2) and (3) to obtain the improved estimates

\[ \sqrt{2\pi n} \, n^n e^{-n} \exp \left( \frac{1}{12n} - \frac{1}{360n^3} \right) < n! < \sqrt{2\pi n} \, n^n e^{-n} \exp \left( \frac{1}{12n} - \frac{1}{(360 + \gamma_n) n^3} \right), \]

where \( \gamma_n = 30(7n(n + 1) + 1)/n^2(n + 1)^2 \).

W. Feller [7] mentioned the following asymptotic formulas

\[ n! \sim \sqrt{2\pi} \left( n + \frac{1}{2} \right)^{n+1/2} e^{-n - 1/2}, \]

\[ n! \sim \sqrt{2\pi n} \, n^n \exp \left( -n + \frac{1}{12n} - \frac{1}{360n^3} + \cdots \right), \]

and the inequalities

\[ \sqrt{2\pi} \left( n + \frac{1}{2} \right)^{n+1/2} e^{-(n+1/2)-(1/24)(n+1/2)} < n! < \sqrt{2\pi} \left( n + \frac{1}{2} \right)^{n+1/2} e^{-(n+1/2)}. \]

Concerning Stirling’s formula there exists an extensive literature. See, in particular, papers [8] — [13].
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3. Particular Inequalities

In Part 3 a large number of inequalities, more or less elementary, are included and roughly classified according to the subject matter. A few of these inequalities could also have been incorporated in two or more sections of this Part. All these inequalities can play a certain role in Pure and Applied Mathematics in the proofs of various theorems, or in some other ways.

While in the most cases proofs are omitted because of the lack of space, a very ample bibliography is given as a rule.

Notice that in the references which are cited after almost every inequality, besides the given results there are also other interesting inequalities, but owing to the lack of space they could not be included here.

In the books listed at the end of the Preface and below, other inequalities which do not appear in this Part can also be found.
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Throughout Part 3 we adopt the following abbreviations:

Hardy, Littlewood, Pólya for [1] from the Preface,
Ostrowski 1 for [12],
3.1 Inequalities Involving Functions of Discrete Variables

3.1.1 Let \( a, b, r, s \) and \( n \) denote positive integers. Let, furthermore,
\[
\hat{h}(n) = 1 + \frac{1}{2} + \cdots + \frac{1}{n}, \quad g_r(a) = h(ra) - \hat{h}(r).
\]
Then,
\[
\frac{a}{a + b} \leq h(a + b) - h(b) < \frac{a}{b},
\]
\[
0 \leq g_{r+1}(a) - g_r(a) < \frac{1}{r} - \frac{1}{r + 1},
\]
\[
0 \leq g_s(a) - g_r(a) < \frac{1}{r} - \frac{1}{s} \quad \text{if} \quad r < s,
\]
\[
0 \leq g_r(ab) - g_r(a) - g_r(b) < \frac{1}{r},
\]
\[
\frac{1}{a + 1} \leq g_r(a + 1) - g_r(a) < \frac{1}{a}.
\]
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3.1.2 Let \( n > 1 \) denote a natural number. Then
\[
\log(n + 1) < 1 + \frac{1}{2} + \cdots + \frac{1}{n} < 1 + \log n.
\]
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3.1.3 If \( S_n = \frac{1}{1} + \frac{1}{2} + \cdots + \frac{1}{n} \), then
\[
C < S_p + S_q - S_{pq} \leq 1,
\]
where \( C \) is EULER's constant.
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3.1.4 If a fixed real number \( a \) and a natural number \( k \) satisfy the conditions
\[
0 \leq a < 1 \quad \text{and} \quad k > \frac{3 + a}{1 - a},
\]
then the following inequality holds for every natural number $n$:
\[
\frac{1}{n} + \frac{1}{n+1} + \cdots + \frac{1}{nk-1} > 1 + a.
\]

**Proof.** Denote by $S_k(n)$ the expression on the left side of the last inequality. Using the well-known inequality
\[
\frac{1}{a} + \frac{1}{b} > \frac{4}{a+b} \quad (a, b > 0 \text{ and } a \neq b),
\]
we get
\[
2S_k(n) = \left(\frac{1}{n} + \frac{1}{nk-1}\right) \cdot \left(\frac{1}{n+1} + \frac{1}{nk-2}\right) + \cdots + \left(\frac{1}{nk-1} + \frac{1}{n}\right)
\]
\[
> n(k-1) \frac{4}{n(k+1) - 1} = \frac{4(k-1)}{k + 1 - 1/n}
\]
\[
> \frac{4(k-1)}{k + 1}.
\]

The stated inequality holds for every natural number $n$ if
\[
\frac{2(k-1)}{k + 1} > 1 + a, \quad \text{i.e.,} \quad k > \frac{3 + a}{1 - a} \quad (0 \leq a < 1).
\]

**Reference**


3.1.5 For $n = 1, 2, \ldots$, we have
\[
\frac{1}{2(2n+1)} < \left| \sum_{k=0}^{n-1} (-1)^k \frac{1}{2k+1} - \frac{\pi}{4} \right| < \frac{1}{2(2n-1)},
\]
\[
\frac{1}{4(n+1)} < \left| \sum_{k=1}^{n} (-1)^{k-1} \frac{1}{2k} - \frac{1}{2} \log 2 \right| < \frac{1}{4(n-1)}.
\]

**Reference**


3.1.6 Let $n$, $p$ and $q$ be positive integers and $q > p$. Let
\[
s_n(p, q) = \sum_{k=pn+1}^{qn} \frac{1}{k} \quad \text{and} \quad S_n(p, q) = \sum_{k=pn+1}^{qn+1} \frac{1}{k}.
\]

D. D. ADAMOVIĆ and M. R. TASKOVIĆ [1] have proved the following:

1. For any two fixed natural numbers $p$ and $q (> p)$, sequence $s_n(p, q)$ is strictly increasing, and therefore,
\[
s_1(p, q) \leq s_n(p, q) < \log \frac{q}{p},
\]
where $n = 1, 2, \ldots$. The above bounds are the best possible.
2. Let $\bar{p}$ and $q$ ($> \bar{p}$) be fixed natural numbers.

1° If $q \leq \frac{5}{2} \bar{p}$, and $\bar{p} = 2a + 1$ or $q = 5a + b$ ($a = 2, 3, \ldots; b = 1, 2$), then the sequence $S_n(\bar{p}, q)$ is monotonically decreasing, and

$$\log \frac{q}{\bar{p}} < S_n(\bar{p}, q) \leq S_1(\bar{p}, q) \quad (n = 1, 2, \ldots),$$

where the above bounds are the best possible.

2° If $q \geq 3\bar{p}$, then $S_n(\bar{p}, q)$ is monotonically increasing. In this case

$$S_1(\bar{p}, q) \leq S_n(\bar{p}, q) < \log \frac{q}{\bar{p}} \quad (n = 1, 2, \ldots),$$

and those bounds are the best possible.

3° For all other values of $\bar{p}$ and $q$, $S_n(\bar{p}, q)$ is strictly decreasing if $n$ is large enough.

R. P. Lučić and D. Ž. Djoković, independently from the above results, have earlier proved the following:

(1) $$\log \frac{5}{3} < S_n(3, 5) \leq \frac{37}{60}.$$

Putting

$$S_n = \frac{1}{3n + 1} + \frac{1}{3n + 2} + \ldots + \frac{1}{5n} + \frac{1}{5n + 1},$$

we get

$$S_n - S_{n+1} = \frac{1}{3n + 1} + \frac{1}{3n + 2} + \frac{1}{3n + 3} - \frac{1}{5n + 2} - \frac{1}{5n + 3} - \frac{1}{5n + 4} - \frac{1}{5n + 5} - \frac{1}{5n + 6} = \frac{P_5(n)}{15(3n + 1)(3n + 2)(n + 1)(5n + 2)(5n + 3)(5n + 4)(5n + 6)},$$

where $P_5(n)$ is a polynomial in $n$ of degree 5 with all coefficients positive. Hence, $S_n > S_{n+1}$ for all $n = 1, 2, \ldots$. Hence,

$$\lim_{n \to +\infty} S_n < S_n \leq S_1.$$

It is easy to show that

$$S_1 = \frac{37}{60}, \quad \lim_{n \to +\infty} S_n = \log \frac{5}{3},$$

which completes the proof of (1).

This is in agreement with the cited results of Adamović and Tasković.

Statement 2° does not give an answer to the question of the best possible bounds of $S_n(\bar{p}, q)$, for the following cases:

1° $\frac{5}{2} \bar{p} < q < 3\bar{p},$

2° $\bar{p} = 2a + 1$, $q = 5a + b$ ($a = 2, 3, \ldots; b = 1, 2$).
However, guided by the statement 3º of 2, and some particular checking, ADAMOVIĆ and TASKOVIĆ have conjectured that $S_n(p, q) \leq 0$ is strictly decreasing in those cases also.

Remark. The above result is an answer to a problem proposed by D. S. MITRINOVIĆ [2].
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### 3.1.7

If $n > 1$ is a natural number, then

$$\frac{1}{n} - \frac{1}{2n + 1} < \frac{1}{\sum_{k=n}^{2n} k^2} < \frac{1}{n - 1} - \frac{1}{2n}.$$ 

**Proof.** Since

$$\frac{1}{k(k - 1)} > \frac{1}{k^2} > \frac{1}{k(k + 1)} \quad (k > 1),$$

and

$$\frac{1}{k(k - 1)} = \frac{1}{k - 1} - \frac{1}{k}, \quad \frac{1}{k(k + 1)} = \frac{1}{k} - \frac{1}{k + 1},$$

we obtain, for $n > 1$,

$$\frac{1}{n - 1} - \frac{1}{2n} = \sum_{k=n}^{2n} \left( \frac{1}{k - 1} - \frac{1}{k} \right) > \sum_{k=n}^{2n} \frac{1}{k^2} > \sum_{k=n}^{2n} \left( \frac{1}{k} - \frac{1}{k + 1} \right) = \frac{1}{n} - \frac{1}{2n + 1}.$$ 

### 3.1.8

For any positive integer $n$,

$$\sum_{k=n}^{+\infty} \frac{1}{k^2} < \frac{1}{n - \frac{1}{2}}.$$ 

**Reference**

OSTROWSKI 1, p. 39.

### 3.1.9

If $m$ and $n$ are natural numbers, then

$$f(m, n) = \frac{1}{m + n + 1} - \frac{1}{(m + 1)(n + 1)} \leq \frac{4}{45}.$$ 

**Proof.** We have

$$f(1, 1) = f(1, 2) = f(2, 1) = \frac{1}{12} < \frac{4}{45}.$$ 

For $k = m + n + 2 \geq 6$, we have

$$f(m, n) \leq \frac{1}{k - 1} - \frac{4}{k^2}.$$
since
\[
\frac{1}{(m + 1)(n + 1)} \geq \frac{4}{(m + n + 2)^2},
\]
with equality only if \( m = n \).

Since the function \( k \mapsto \frac{1}{k - 1} - \frac{4}{k^2} \) is decreasing for \( k \geq 6 \), we have
\[
f(m, n) \leq \frac{4}{45}.
\]

Remark. This inequality is due to G. Grüss and the above proof can be found in:
(1935).

3.1.10 Let \( p \) and \( q \) be positive integers. Let there hold an inequality
between \( \frac{p}{q} \) and \( \sqrt[n]{2} \), where \( n \) is a positive integer. The sign of this
inequality reverses if \( \frac{p}{q} \) is replaced by
\[
\frac{p^n + p^{n-1}q + \cdots + pq^{n-1} + 2q^n}{p^n + p^{n-1}q + \cdots + pq^{n-1} + q^n},
\]
and this expression is a better approximation of \( \sqrt[n]{2} \) than \( \frac{p}{q} \).
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3.1.11 If \( r_1, \ldots, r_k \) are positive integers, then
\[
\sum_{j=1}^{k} \frac{2}{r_j} \prod_{t=1}^{k} \frac{r_t}{r_t + 1} \leq 1,
\]
where equality holds if and only if \( k \leq 2 \) and either \( r_1 \) or \( r_2 \) is equal to 1.
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3.1.12 If \( n > 1 \) is a positive integer, then
\[
(1) \quad 2\sqrt[n]{n + 1} - 2 < \sum_{k=1}^{n} \frac{1}{\sqrt[k]{k}} < 2\sqrt[n]{n} - 1.
\]

Proof. The first inequality in (1) follows from
\[
\sum_{k=1}^{n} \frac{1}{\sqrt[k]{k}} > \sum_{k=1}^{n} \frac{2}{\sqrt[k]{k} + \sqrt[k]{k + 1}} = 2 \sum_{k=1}^{n} (\sqrt[k]{k + 1} - \sqrt[k]{k}) = 2\sqrt[n]{n + 1} - 2.
\]

The function \( x \mapsto \frac{1}{\sqrt{x}} \) is strictly decreasing on \([1, n]\). Therefore
\[
\sum_{k=1}^{n} \frac{1}{\sqrt[k]{k}} = 1 + \sum_{k=2}^{n} \frac{1}{\sqrt[k]{k}} < 1 + \int_{1}^{n} \frac{dx}{\sqrt{x}} = 2\sqrt[n]{n} - 1,
\]
which we had to prove.
3. Particular Inequalities

Remark. T. Nagell and W. Ljunggren in Norsk. Mat. Tidsskr. 7, 106–107 (1925), have proved that

$$2\sqrt{n} - 2 + \frac{1}{\sqrt{n}} < \sum_{k=1}^{n} \frac{1}{\sqrt{k}} < 2\sqrt{n} - 1 \quad (n > 1),$$

which follows from (1). Indeed,

$$\sum_{k=1}^{n} \frac{1}{\sqrt{k}} = \frac{1}{\sqrt{n}} + \sum_{i=1}^{n-1} \frac{1}{\sqrt{k}}.$$

Applying the first inequality in (1) with $n - 1$ instead of $n$, we get

$$\sum_{k=1}^{n} \frac{1}{\sqrt{k}} > \frac{1}{\sqrt{n}} + 2\sqrt{n} - 2.$$

3.1.13 Let $n$ be a positive integer. Then

(1) $$(2n - 1)^n + (2n)^n < (2n + 1)^n \quad \text{for} \quad n > 2;$$

(2) $$(2n + 2)^n - (2n)^n < 2(2n + 1)^n \sinh \frac{1}{2} \quad \text{for} \quad n \geq 1;$$

(3) $$(2n)^n + (2n + 1)^n \geq (2n + 2)^n \quad \text{for} \quad 1 \leq n \leq 15.$$
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Remark. For the proofs of (2) and (3), see Mitrinović 2, pp. 236–237.

3.1.14 If $n \geq 2$ is an integer, then

$$n^{n/2} < n! < \left(\frac{n + 1}{2}\right)^n.$$
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3.1.15 If $n > 1$ is a natural number, then

$$n^n > (2n - 1)!! \quad \text{and} \quad (n + 1)^n > (2n)!!.$$

3.1.16 If $n$ is a natural number, then [1]

(1) $$\sqrt{\frac{5/4}{4n + 1}} < \frac{(2n - 1)!!}{(2n)!!} < \sqrt{\frac{3/4}{2n + 1}}.$$

Remark. For $n = 1, 2, \ldots$ the following Wallis' inequalities hold

$$\frac{1}{\sqrt{\pi(n + 1/2)}} < \frac{(2n - 1)!!}{(2n)!!} < \frac{1}{\sqrt{\pi n}},$$

which are stronger than (1) except for certain first values of $n$.

D. K. Kazarinoff [2] demonstrated the following improved inequalities

$$\frac{1}{\sqrt{\pi(n + 1/2)}} < \frac{(2n - 1)!!}{(2n)!!} < \frac{1}{\sqrt{\pi(n + 1/4)}}.$$
References


3.1.17 If \( n > 1 \) is an integer, then
\[
\left( \frac{n(n + 1)^3}{8} \right)^n > (n!)^4.
\]

3.1.18 If \( n \geq 2 \) is an integer, then
\[
2! 4! \cdots (2n)! > ((n + 1)!)^n.
\]

3.1.19 If \( n > 2 \) is an integer, then
\[
n! < 2^{n(n-1)/2}.
\]

3.1.20 For arbitrary integer \( n \geq 2 \) we have
\[
\sum_{k=2}^{n} \frac{k^2 + 1}{k^2 - 1} \frac{1}{k! k} < \frac{1}{2}.
\]

3.1.21 If \( n \) is a natural number \( \geq 3 \), then
\[
\frac{2^n}{n} < \frac{n^n}{n!} < 3^{n-1}.
\]

3.1.22 Let \( n \geq 3 \) be a fixed natural number. Then
\[
n^n > n!, \quad n^{n^n} > n!!, \ldots, \\
n^n < n!!, \quad n^{n^n} < n!!!, \ldots,
\]
where \( n!! = (n)!, \quad n!! = ((n)!)! \), ... and where \( n^n = n(n^n), \ldots \)
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3.1.23 If \( x_r = x(x - 1) \cdots (x - r + 1) \) (\( r \) is a natural number) and \( x_0 = 1 \), then
\[
(1) \quad (2n - 1)_{n-1} (2n - 3)_{n-2} \cdots > n_{n-1} n_{n-3} \cdots,
\]
where products on the both sides extend over all nonnegative indices of the same parity as \( n - 1 \) and \( n > 1 \).

A proof of (1), due to S. B. Prešić, is given in: Mitrović 1, pp. 84–85.

Mitrinović, Inequalities
3.1.24 If \( n > 1 \) is an integer, then
\[
(1) \quad n \log n - n < \log n! < (n + \frac{1}{2}) \log n - n + 1.
\]
For the proof of (1) see: Mitrinovic 1, pp. 85–87.

3.1.25 Let \( r \) be an integer greater than 1 and put \( f(r) = (r!)^{1/r} \). Then
\[
(1) \quad 1 < \frac{f(r+1)}{f(r)} < 1 + \frac{1}{r}
\]
and
\[
r \frac{f(r+1)}{f(r)} - (r-1) \frac{f(r)}{f(r-1)} > 1.
\]
Inequalities (1) also hold for \( r = 1 \).

If \( r_1, r_2, \ldots, r_s \) are integers greater than 1 and \( s \leq r_k \ (k = 1, \ldots, s) \), then
\[
\sum_{k=1}^{s} \frac{1}{f(r_k - 1)} \leq \prod_{k=1}^{s} \frac{f(r_k)}{f(r_k - 1)},
\]
with equality if and only if \( s = r_1 = \cdots = r_s \).
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3.1.26 If \( n - 1, p, q \) are nonnegative integers, with \( p + q \leq 10 \), then
\[
(n - 1)^{p + q + 1} < (\frac{p + q + 1}{p! q!}) \sum_{k=1}^{n-1} k^p (n - k)^q < (n + 1)^{p + q + 1}.
\]
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3.1.27 Let \( n \) be a given natural number and let \( n_1, \ldots, n_k \in \{0, 1, 2, \ldots\} \), with \( n_1 + \cdots + n_k = n \). Then
\[
\frac{n_1! \cdots n_k!}{(2n_1)! (2n_2)! \cdots (2n_k)!} \leq \frac{1}{2^n}.
\]
Reference


3.1.28 If \( n > 2 \) is a natural number, then
\[
(1) \quad \frac{2^{2n}}{n + 1} < \binom{2n}{n} < (n + 2)^n.
\]
3.1 Inequalities Involving Functions of Discrete Variables

If \( n \geq 2 \) is an integer and if \( a \) is a positive number, then

\[
\left( \frac{n + a}{a} \right)^n < \binom{r}{n} < \frac{1}{n!} \left( \frac{(n + 1)(n + a)}{2a} \right)^n,
\]

with \( r = \frac{n(n + 1)}{2a} + n \).
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Remark. For a stronger inequality than the first in (1), see 3.1.29.

3.1.29 For natural numbers \( n > 1 \) we have

\[
\binom{2n}{n} > \frac{4^n}{2 \sqrt{n}}.
\]
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3.1.30 If \( n \) and \( k \) (\( k < n \)) are positive integers, then

\[
\binom{n}{k} < \frac{n^k}{k^k (n - k)^{n-k}}.
\]

This result, due to N. ÅSLUND [1], is generalized by G. KALAJDŽIĆ in the following form:

Let \( k \) be a positive integer and \( a \) a real number such that \( a > k \). Then

(1) \[
\frac{a}{k}^{\frac{a}{b/k(a-k)^{a-k}}}, \text{ with } b = (1 + 1/k)^k.
\]

G. KALAJDŽIĆ proved (1) using induction and monotony of \( (1 + 1/k)^k \).
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3.1.31 Let \( n \geq 13 \) be a positive integer and \( k = 2, \ldots, n - 2 \). Then

\[
(n + 1)^2 < n (n + 1 - k) 2^{k-1},
\]

\[
n \left( \frac{n}{k} \right) < 2^{1-n+k-k^2}.
\]
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3.1.32 If \( n \) and \( r \) are natural numbers with \( n \geq r > 2 \), then

\[
\frac{1}{r!} - \frac{1}{2n(r-2)!} \left( \frac{n}{r} \right)^{n-r} < \left( \frac{n}{r} \right)^{n-r} < \frac{1}{r!}.
\]

18
3. Particular Inequalities
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3.1.33 Let \( r > 0 \) and let \( n \) be a natural number. Denote

\[
I_{r,n} = \sum_{k=0}^{n} \frac{1}{r^k + 1} \binom{n}{k}.
\]

Then

1. \[
\frac{2^{n+1} - 1}{n + 1} < I_{r,n} < \frac{2^{n+1} - 1}{r(n + 1)} \quad \text{for} \quad 0 < r < 1 \quad \text{and} \quad n \geq 1;
\]
2. \[
I_{1,n} = \frac{2^{n+1} - 1}{n + 1} \quad \text{for} \quad n \geq 1;
\]
3. \[
\frac{2^n}{n} < I_{r,n} < \frac{2^{n+1} - 1}{n + 1} \quad \text{for} \quad 1 < r \leq 2 \quad \text{and} \quad n \geq 3;
\]
4. \[
\frac{2^{n+1}}{r(n + 1)} < I_{r,n} < \frac{2^n}{n - 1} \quad \text{for} \quad r \geq 2 \quad \text{and} \quad n \geq 2.
\]

The second inequality in (3) is valid also for \( n = 1 \) and \( n = 2 \). The first inequality in (4) holds also for \( n = 1 \).

If \( r > 0 \), then

\[
I_{r,n} \geq I_{r,1} = \frac{r + 2}{r + 1}
\]

and this bound is the best possible.


Concerning the inequalities

\[
\frac{2^n}{n} < I_{2,n} < \frac{2^n}{n - 1} \quad \text{for} \quad n \geq 3,
\]


3.1.34 If \( x, y, z \) denote real numbers and \( n \) a natural number, such that \( x^n + y^n = z^n \), then

\[
0 < \left( \frac{z}{n} \right) - \left( \frac{x}{n} \right) - \left( \frac{y}{n} \right) < \left( \frac{z - 1}{n - 1} \right).
\]
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3.1.35 Let \( n \) and \( k (n > k) \) be natural numbers, and let

\[
Q(n, k) = \sqrt[n-k]{\frac{n^k}{2n^k}} \left( \frac{n}{k} \right) \left( \frac{n}{n-k} \right)^{n-k}.
\]
then
\[ Q(n, k) e^{\frac{1}{12k + 1/4} - \frac{1}{12(n-k)}} < \binom{n}{k}, \]
and
\[ \binom{n}{k} < Q(n, k) e^{\frac{1}{12k + 1/4} - \frac{1}{12(n-k) + 1/4}}. \]

Reference

3.1.36 If \( n \) denotes a natural number, then
\[ \sum_{k=1}^{n} \binom{n}{k}^{1/2} \leq n^{1/2} (2^n - 1)^{1/2}. \]

3.1.37 If \( m \) and \( n \) are nonnegative integers and \( a \geq 0 \), then
\[ \sum_{k=0}^{\min(m,n)} \binom{m-k+a}{m-k} \binom{n-k+a}{n-k} \binom{k-a-2}{k} \leq 0. \]
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3.1.38 If \( m \) and \( n \) are positive integers, then
\[ 2^{n-1} \binom{m+n-1}{n-1} < \sum_{k=0}^{n-1} 2^k \binom{m+k}{k} < 2^n \binom{m+n-1}{n-1}. \]
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3.1.39 Let \( a_1, \ldots, a_m \) and \( b_1, \ldots, b_m \) be positive integers such that \( b_i \leq a_i \) \((i = 1, \ldots, m)\). Then
\[ 0 < \prod_{i=1}^{m} \frac{a_i}{b_i} \leq \frac{A}{B}, \]
where \( A = \sum_{i=1}^{m} a_i \) and \( B = \sum_{i=1}^{m} b_i \).

Proof. By comparing the coefficients of \( x^B \) in the expansion
\[ (1 + x)^A = \prod_{i=1}^{m} (1 + x)^{a_i} = \prod_{i=1}^{m} \left[ 1 + \binom{a_i}{1} x + \cdots + \binom{a_i}{b_i} x^{b_i} + \cdots + x^{a_i} \right], \]
we conclude that (1) is true.
Remark. A. Moőr gave, without proof, the generalized inequalities

\[ 0 \leq \frac{m}{\prod_{i=1}^{m} p_i} \left( \frac{a_i}{b_i} \right) \leq \left( \frac{A^*}{B^*} \right)^{1/r}, \quad 0 \leq \frac{m}{\prod_{i=1}^{m} q_i} \left( \frac{a_i}{b_i} \right) \leq \left( \frac{A^*}{B^*} \right)^{1/r}, \]

where \( r, p_i, q_i \ (i = 1, \ldots, m), \ A^* = \sum_{i=1}^{m} p_i a_i, \ B^* = \sum_{i=1}^{m} q_i b_i \) are positive integers, \( A \) and \( B \) being the numbers defined above.
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3.2 Inequalities Involving Algebraic Functions

3.2.1 If \( a \neq 1 \) is real, then

\[ (1 + a + a^2)^2 \leq 3(1 + a^2 + a^4). \]

3.2.2 If \( a, b, c \) are real numbers, then

\[ (a + b + c + x)^2 \geq 8(ac + bx) \]

for all \( x \), if and only if \( a \geq b \geq c \), or \( a \leq b \leq c \).

3.2.3 For every natural number \( n \) and \( 0 \leq x \leq 1 \),

\[ x^{n-1}(1 - x)^n \leq \frac{1}{2^n - n}. \]
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Ostrowski 3, p. 95.

3.2.4 If \( n \) is a natural number and \( a \geq 0 \), then

\[ a + a^2 + \cdots + a^{2n} \leq n(a^{2n+1} + 1). \]

3.2.5 If \( 0 \leq x \leq 1 \), then

\[ \prod_{k=0}^{n} \left( 1 - \frac{1}{2} x^{2k} \right) \geq 1 - x + \frac{x}{2^{n+1}}. \]

3.2.6 For any natural numbers \( n \) and \( p \) and \( 0 \leq x \leq n \), we have

\[ |x^{p-1}(x - 1)^p (x - 2)^p \cdots (x - n)^p| \leq (n!)^p. \]
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Ostrowski 3, p. 95.

3.2.7 If

\[ y = \frac{x^3 - 2mx + p^2}{x^2 + 2mx + p^2}, \]

(1)
then, for all real \( x \),

\[
(2) \quad \min \left( \frac{\rho - m}{\rho + m}, \frac{\rho + m}{\rho - m} \right) \leq y \leq \max \left( \frac{\rho - m}{\rho + m}, \frac{\rho + m}{\rho - m} \right) \quad (0 < |m| < |\rho|),
\]

\[
(3) \quad y \leq \min \left( \frac{\rho - m}{\rho + m}, \frac{\rho + m}{\rho - m} \right), \text{ or } y \geq \max \left( \frac{\rho - m}{\rho + m}, \frac{\rho + m}{\rho - m} \right) \quad (0 < |\rho| < |m|).
\]

**Proof.** If \( m = 0 \), then \( y = 1 \). Suppose that \( m \neq 0 \) and write (1) in the form

\[
(y - 1) x^2 + 2m(y + 1) x + \rho^2(y - 1) = 0.
\]

A necessary and sufficient condition that the roots of this equation in \( x \) be real is

\[
(m^2 - \rho^2) y^2 + 2(m^2 + \rho^2) y + m^2 - \rho^2 \geq 0.
\]

We suppose also that \( |m| \neq |\rho| \). First, we have

\[
(m^2 - \rho^2) y^2 + 2(m^2 + \rho^2) y + m^2 - \rho^2 = (m^2 - \rho^2) (y - y_1) (y - y_2),
\]

where

\[
y_1 = \frac{\rho - m}{\rho + m}, \quad y_2 = \frac{\rho + m}{\rho - m}.
\]

If \( m \rho > 0 \) and \( 0 < |m| < |\rho| \), then

\[
\frac{\rho - m}{\rho + m} \leq y \leq \frac{\rho + m}{\rho - m}.
\]

If \( m \rho < 0 \) and \( 0 < |m| < |\rho| \), then

\[
\frac{\rho + m}{\rho - m} \leq y \leq \frac{\rho - m}{\rho + m}.
\]

If \( m \rho > 0 \) and \( 0 < |\rho| < |m| \), then

\[
y \leq \frac{\rho + m}{\rho - m} \quad \text{or} \quad y \geq \frac{\rho - m}{\rho + m}.
\]

If \( m \rho < 0 \) and \( 0 < |\rho| < |m| \), then

\[
y \leq \frac{\rho - m}{\rho + m} \quad \text{or} \quad y \geq \frac{\rho + m}{\rho - m}.
\]

This proves (2) and (3).

3.2.8 If \( a = \cos \alpha \), \( c = \sin \alpha \), \( b^2 = \sin 2\alpha \) \((0 < \alpha < \pi/4)\), then

\[
(\sec \alpha - 1) (\cosec \alpha + 1) \leq \frac{ax^2 + bx + c}{cx^2 + bx + a} \leq (\sec \alpha + 1) (\cosec \alpha - 1).
\]

3.2.9 If \( \theta = k\pi \) \((k = 0, \pm 1, \pm 2, \ldots)\), then, for all real \( x \),

\[
-1 \leq \frac{x^2 \cos \theta - 2x + \cos \theta}{x^2 - 2x \cos \theta + 1} \leq +1.
\]
3.2.10 Let \( a \pm b = 2n\pi \) (\( n \) integer) and
\[
y = \frac{x^2 - 2x \cos a + 1}{x^2 - 2x \cos b + 1}.
\]
If \( \sin b = 0 \) (\( b = k\pi \)), then
\[
\frac{1}{2} \left[ 1 + (1)^k \cos a \right] \leq y < +\infty.
\]
If \( \sin b \neq 0 \), then
\[
\min\left(\frac{1 - \cos a}{1 - \cos b}, \frac{1 + \cos a}{1 + \cos b}\right) \leq y \leq \max\left(\frac{1 - \cos a}{1 - \cos b}, \frac{1 + \cos a}{1 + \cos b}\right).
\]

3.2.11 Let \( x > 0, x \neq 1 \) and let \( n \) be a positive integer. Then
\[
(1)
\]
\[
x + \frac{1}{x^n} > 2n \frac{x - 1}{x^n - 1},
\]

**Proof.** We can transform (1) into
\[
(2)
\]
\[
\frac{(x^{n+1} + 1)(x^n - 1)}{x - 1} > 2nx^n.
\]

The identity
\[
\frac{(x^{n+1} + 1)(x^n - 1)}{x - 1} = (x^{n+1} + 1) (x^{n-1} + x^{n-2} + \cdots + 1)
\]
\[
= x^n \sum_{k=1}^{n} \left( x^k + \frac{1}{x^k} \right)
\]
together with \( x^k + \frac{1}{x^k} > 2 \), implies (2).

**Remark.** This proof is due to R. Ž. DJORDJEVIĆ.

**Reference**


3.2.12 If \( n \) is natural number and \( 0 < x \leq 1 \), then
\[
1 \leq \frac{1 + nx^{n+1}}{(n + 1)x^n} \leq 1 + \frac{n}{2x^n} (1 - x)^2.
\]

This result is due to V. I. LEVIN.

3.2.13 For all integral values of \( n \) and \( r \) with \( n \geq 1, 0 \leq r \leq n \), and for all values of \( x \) with \( 0 < x < 1 \), the following inequality holds:
\[
\left(\begin{array}{c}
\binom{n}{r}
\end{array}\right) x^r (1 - x)^{n-r} < \frac{1}{2enx(1 - x)^{1/2}}.
\]

**Reference**

3.2.14 If $x \geq 0$, then

$$\sqrt{1 + x} \geq 1 + \frac{x}{2} - \frac{x^2}{8}. \tag{1}$$

If $x \geq -1$, then

$$\sqrt{1 + x} \leq 1 + \frac{x}{2}. \tag{2}$$

Proof. By Taylor's formula

$$\sqrt{1 + x} = 1 + \frac{x}{2} - \frac{x^2}{8} (1 + \theta x)^{-3/2} \quad (0 < \theta < 1),$$

so it follows immediately that (1) and (2) hold.

3.2.15 If $x > 0$, then

$$0 \leq \sqrt{1 + x - 1} - \frac{1}{3} x + \frac{1}{9} x^2 < \frac{5}{81} x^3.$$

3.2.16 If $-1 < x < 1$ and $n$ is a natural number, then

$$1 + \frac{x}{n} - \frac{n - 1}{2n^2} x^2 \leq \sqrt{1 + x} \leq 1 + \frac{x}{n}.$$

3.2.17 If $n \geq 3$ is an integer and $x > -1/2$, then

$$x^n + (1 + 2x)^{n/2} \leq (x + 1)^n.$$

3.2.18 For any real numbers $a, b, c$,

$$(bc + ca + ab)^2 \geq 3abc(a + b + c).$$

3.2.19 If $a, b, c > 0$ and $a \neq b \neq c \neq a$, then

$$a^4 + b^4 + c^4 > abc(a + b + c).$$

3.2.20 Let $x, y, z, u, v, w$ be real numbers. Then

$$x^2 + y^2 + z^2 - yz - zx - xy + u^2 + v^2 + w^2$$

$$\geq \sqrt{3} \begin{vmatrix} x & 1 \\ y & 1 \\ w & 1 \end{vmatrix}.$$ 

Proof. Let $(u, x), (v, y)$ and $(w, z)$ be three points determining a triangle whose sides will be denoted by $a, b$ and $c$ and area by $P$. Then, the above inequality is equivalent to

$$\frac{\sqrt{3}}{4} (a^2 + b^2 + c^2) \geq 3P.$$
Of the triangles having a given perimeter $a + b + c = 3\rho$, the equilateral triangle has the maximum area $\frac{\sqrt{3}}{4} \rho^2$. Also, $a^2 + b^2 + c^2 > 3\rho^2$, unless $a = b = c = \rho$, in which case the two members are equal.

Hence, equality holds if the triangle $ABC$ is equilateral.
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3.2.21 If $a_{n-1} + a_{n+1} \geq 2a_n$ for $n = 2, 3, \ldots$, then
$$A_{n-1} + A_{n+1} \geq 2A_n,$$
for $n = 2, 3, \ldots$, where
$$A_n = \frac{a_1 + \cdots + a_n}{n}.$$
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3.2.22 If $a_1 > \cdots > a_n > 0$, then
$$\left( \sum_{k=1}^{n} a_k \right) \left( \sum_{k=1}^{n} (3k^2 + k) a_k \right) - 4 \left( \sum_{k=1}^{n} ka_k \right)^2 > 0,$$
and
$$5 \left( \sum_{k=1}^{n} ka_k \right)^2 - 2 \left( \sum_{k=1}^{n} a_k \right) \left( \sum_{k=1}^{n} ka_k \right) - 3 \left( \sum_{k=1}^{n} a_k \right) \left( \sum_{k=1}^{n} k^2 a_k \right) > 0.$$

The above inequalities improve those of G. Mantellino.
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3.2.23 If $a$, $b$, $c$ are real numbers satisfying $a^3 + b^3 + c^3 = 0$, then

(1) $$(\Sigma a^2)^3 \leq \left( \Sigma (b - c)^2 \right) \Sigma a^4.$$

Proof. If $s_n = \Sigma a^n$, then
$$\Delta = (a - b)^2 (b - c)^2 (c - a)^2 = a^2 b^2 c^2 = \begin{vmatrix} 1 & 1 & 1 \\ a & b & c \\ a^2 & b^2 & c^2 \end{vmatrix} = \begin{vmatrix} s_1 & s_2 & s_3 \\ s_1 & s_2 & s_3 \\ s_1 & s_2 & s_3 \end{vmatrix} = s_4 (3s_2 - s_1^2) - s_3 (3s_3 - s_1 s_2) + s_2 (s_1 s_3 - s_2^2).$$

Using
$$\Sigma (a - b)^2 = 2s_2 - 2\Sigma ab = 3s_2 - s_1^2,$$
we get
\[
(\sum (a - b)^2) \sum a^4 - (\sum a^2)^3 = s_4 (3s_2 - s_1^2) - s_2^3
\]
\[
= \Lambda + s_3 (3s_3 - 2s_1 s_2).
\]

Since \( s_3 = 0 \), we infer that
\[
(\sum (a - b)^2) \sum a^4 - (\sum a^2)^3 = \Lambda \geq 0,
\]
which proves (1).
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3.2.24 For all real numbers \( a_i, b_i, c_i \) \( (i = 1, 2) \),

(1) \( a_1 b_2 + a_2 b_1 + b_1 c_2 + b_2 c_1 + c_1 a_2 + c_2 a_1 - 2a_1 a_2 - 2b_1 b_2 - 2c_1 c_2 \)
\[\leq 4 (a_1^2 + b_1^2 + c_1^2 - b_1 c_1 - c_1 a_1 - a_1 b_1) (a_2^2 + b_2^2 + c_2^2 - b_2 c_2 - c_2 a_2 - a_2 b_2),\]

with equality holding if and only if \( \frac{b_1 c_1}{b_2 c_2} + \frac{c_1 a_1}{c_2 a_2} + \frac{a_1 b_1}{a_2 b_2} = 0. \)

Proof. The inequality
\[
(a - b)^2 + (b - c)^2 + (c - a)^2 \geq 0,
\]
which is valid for all real \( a, b, c \), is equivalent to

(2) \( a^2 + b^2 + c^2 \geq bc + ca + ab, \)

with equality if and only if \( a = b = c. \)

Setting \( a = a_1 + t a_2, b = b_1 + t b_2, c = c_1 + t c_2 \) (t real) in (2), we get
\[
(a_1^2 + b_1^2 + c_1^2 - b_1 c_1 - c_1 a_1 - a_1 b_1) t^2
\]
\[- (a_1 b_2 + a_2 b_1 + b_1 c_2 + b_2 c_1 + c_1 a_2 + c_2 a_1 - 2a_1 a_2 - 2b_1 b_2 - 2c_1 c_2) t
\]
\[+ (a_2^2 + b_2^2 + c_2^2 - b_2 c_2 - c_2 a_2 - a_2 b_2) \geq 0. \]

Since this inequality is valid for all real \( t \), the discriminant of the quadratic expression in \( t \) on the left side of the above inequality must be nonpositive. This condition yields (1).
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Generalization due to P. R. BEESACK. Beginning with
\[
(n - 1) \sum_{i=1}^{n} a_i^2 = \sum_{1 \leq i < j \leq n} (a_i^2 + a_j^2) \geq 2 \sum_{1 \leq i < j \leq n} a_i a_j
\]
for all real $a_i$, by setting $a_i = b_i + \tau c_i$ and using the discriminant, one can obtain
\[
\left[(n-1) \sum_{i=1}^{n} b_i c_i - \sum_{1 \leq i < j \leq n} (b_i c_j + c_i b_j) \right]^2 
\leq \left[(n-1) \sum_{i=1}^{n} b_i^2 - 2 \sum b_i b_j \right] \left[(n-1) \sum_{i=1}^{n} c_i^2 - 2 \sum c_i c_j \right]
\]
valid for all real $b_i, c_i$.

3.2.25 Let $a = (a_1, \ldots, a_n)$ be a sequence of real numbers and $b = (b_1, \ldots, b_n)$ be a sequence of positive numbers. Then

\[
\min_{1 \leq k \leq n} \frac{a_k}{b_k} \leq \frac{\sum_{k=1}^{n} a_k}{\sum_{k=1}^{n} b_k} \leq \max_{1 \leq k \leq n} \frac{a_k}{b_k}.
\]

(1)

Equality holds in both above inequalities if and only if the sequences $a$ and $b$ are proportional.

These inequalities are called **Cauchy’s**.

**Proof.** If $m = \min_{k} \frac{a_k}{b_k}$ and $M = \max_{k} \frac{a_k}{b_k}$, then we have successively

\[
m \leq \frac{a_k}{b_k} \leq M,
\]
\[
mb_k \leq a_k \leq Mb_k,
\]
\[
m \sum_{k=1}^{n} b_k \leq \sum_{k=1}^{n} a_k \leq M \sum_{k=1}^{n} b_k,
\]
\[
m \leq \frac{\sum_{k=1}^{n} a_k}{\sum_{k=1}^{n} b_k} \leq M,
\]
i.e., (1).

**Application.** If $x \geq 0$, then

\[
\frac{1}{n} \leq \frac{1 + 2x + \cdots + nx^{n-1}}{n + (n-1)x + \cdots + x^{n-1}} \leq n,
\]
and

\[
\frac{1}{n} \leq \frac{1 + 2x + \cdots + nx^{n-1}}{1 + 2^2x + \cdots + n^2x^{n-1}} \leq 1.
\]

All the bounds in the above inequalities are the best possible.

**Reference**

3.2.26 Let \( a_1, \ldots, a_n \) and \( b_1, \ldots, b_n \) be real numbers such that
\[
 a \leq a_i \leq A \quad \text{and} \quad b \leq b_i \leq B \quad (i = 1, \ldots, n).
\]

Then
\[
-(A-a)(B-b) \left( \frac{n}{2} \right) \left( 1 - \frac{1}{n} \left[ \frac{n}{2} \right] \right) \leq \sum_{i=1}^{n} a_i b_i - \frac{1}{n} \sum_{i=1}^{n} a_i \sum_{i=1}^{n} b_i
\]
\[
\leq (A-a)(B-b) \left( \frac{n}{2} \right) \left( 1 - \frac{1}{n} \left[ \frac{n}{2} \right] \right).
\]
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3.2.27 If the real sequence \( a = (a_1, a_2, \ldots, a_{2n+1}) \) is convex, then
\[
\frac{a_1 + a_3 + \cdots + a_{2n+1}}{n+1} \geq \frac{a_2 + a_4 + \cdots + a_{2n}}{n},
\]

with equality holding if and only if \( a \) presents an arithmetic progression.

**Proof.** Since \( a \) is convex, we have
\[
a_k - 2a_{k+1} + a_{k+2} \geq 0, \quad \text{for} \quad k = 1, 2, \ldots, 2n - 1.
\]

In virtue of this, we conclude that for \( k = 1, \ldots, n, \)
\[
k(n-k+1) (a_{2k-1} - 2a_{2k} + a_{2k+1}) \geq 0
\]

and
\[
k(n-k) (a_{2k} - 2a_{2k+1} + a_{2k+2}) \geq 0.
\]

Adding these inequalities, we get (1).

In order that equality holds in (1), equality should hold in each of inequalities (2), which will happen if and only if the sequence \( a \) is an arithmetic progression.

**Remark.** (1) was proved by E. J. Nanson [1]. For \( a_k = x^{k-1}(k = 1, 2, \ldots, 2n + 1), \) where \( x \) is a positive number, (1) becomes
\[
\frac{1 + x^2 + x^4 + \cdots + x^{2n}}{x + x^3 + \cdots + x^{2n-1}} \geq \frac{n+1}{n},
\]

with equality if and only if \( x = 1. \) For \( x \neq 1, \) (3) is equivalent to
\[
\frac{x^{2n+2} - 1}{x(x^{2n+2} - 1)} > \frac{n+1}{n} \cdot
\]

As far as we know, inequalities (3) and (4) were first proposed as a problem by J. M. Wilson [2]. After this, a number of proofs of (3) and (4) were given (see [2], [3] and [4]), in spite of which, 90 years later they were again proposed in [5]. How-
ever, sharper inequalities than (3) and (4) were also known from 1868; C. Taylor [6] proved that, for \( x \neq 1 \) and \( x > 0 \),

\[
\frac{1 + x^2 + x^4 + \cdots + x^{2n}}{x + x^3 + \cdots + x^{2n-1}} > \frac{n + 1}{n} - \left( \sqrt[n]{x} - \frac{1}{\sqrt[n]{x}} \right)^2
\]

and

\[
\frac{1 + x^2 + x^4 + \cdots + x^{2n}}{x + x^3 + \cdots + x^{2n-1}} > \frac{1}{2} \frac{n + 1}{n} \left( x + \frac{1}{x} \right).
\]

It would be interesting to try to obtain for the sequence \( a \) which appears in (1) inequalities analogous to (5) and (6).
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3.2.28 If \( x_i \leq x_k \) \((i < k)\) and \( y_i \leq y_k \) \((i < k)\), or if \( x_i \geq x_k \) \((i < k)\) and \( y_i \geq y_k \) \((i < k)\), then

\[
D_n \leq D_{n+1} \text{ with } D_r = r \sum_{v=1}^{r} x_v y_v - \left( \sum_{v=1}^{r} x_v \right) \left( \sum_{v=1}^{r} y_v \right).
\]

Proof. We have

\[
D_{n+1} - D_n = \sum_{v=1}^{n} x_v y_v + nx_{n+1} y_{n+1} - y_{n+1} \sum_{v=1}^{n} x_v - x_{n+1} \sum_{v=1}^{n} y_v
\]

\[
= \sum_{v=1}^{n} x_v \left( y_v - y_{n+1} \right) + x_{n+1} \sum_{v=1}^{n} \left( y_{n+1} - y_v \right)
\]

\[
= \sum_{v=1}^{n} \left( x_{n+1} - x_v \right) \left( y_{n+1} - y_v \right) \geq 0.
\]

Equality holds if and only if \( x_i = x_{n+1} \) for \( i \in I \subseteq \{1, \ldots, n\} \) and \( y_i = y_{n+1} \) for \( i \in \{1, \ldots, n\} \setminus I \).

Remark. If \( x_i \leq x_k \) \((i < k)\) and \( y_i \geq y_k \) \((i < k)\), or if \( x_i \geq x_k \) \((i < k)\) and \( y_i \leq y_k \) \((i < k)\), then the reversed inequality holds.

This proof is due to R. R. Janič.

3.2.29 If \( a_k > 0 \) \((k = 1, \ldots, n)\), then

\[
\left( \sum_{k=1}^{n} a_k \right) \left( \sum_{k=1}^{n} \frac{1}{a_k} \right) \geq n^2.
\]
Proof. Putting $\alpha_k = \sqrt{a_k}$, $\beta_k = 1/\sqrt{a_k}$ in Cauchy's inequality
\[
\left( \sum_{k=1}^{n} \alpha_k^2 \right) \left( \sum_{k=1}^{n} \beta_k^2 \right) \geq \left( \sum_{k=1}^{n} \alpha_k \beta_k \right)^2,
\]
we get
\[
\left( \sum_{k=1}^{n} a_k \right) \left( \sum_{k=1}^{n} \frac{1}{a_k} \right) \geq \left( \sum_{k=1}^{n} \sqrt{a_k} \frac{1}{\sqrt{a_k}} \right)^2 = \left( \sum_{k=1}^{n} 1 \right)^2 = n^2.
\]
Equality holds in (1) if and only if all the $a_k$'s are equal.

Remark. This presents an other proof of the inequality $A_n(a) \geq H_n(a)$.

3.2.30 For any real numbers $a_k$ we have
\[
\left( \sum_{k=1}^{n} \frac{a_k}{k} \right)^2 \leq \left( \sum_{k=1}^{n} k^3 a_k^2 \right) \left( \sum_{k=1}^{n} \frac{1}{k^5} \right).
\]

3.2.31 If $a_k$, $b_k$ and $c_k$ ($k = 1, \ldots, n$) are real numbers, then
\[
\left( \sum_{k=1}^{n} a_k b_k c_k \right)^4 \leq \left( \sum_{k=1}^{n} a_k^4 \right) \left( \sum_{k=1}^{n} b_k^4 \right) \left( \sum_{k=1}^{n} c_k^2 \right)^2.
\]

Proof. Applying Cauchy's inequality twice, we get
\[
\left( \sum_{k=1}^{n} (a_k b_k) c_k \right)^2 \leq \left( \sum_{k=1}^{n} (a_k b_k)^2 \right) \left( \sum_{k=1}^{n} c_k^2 \right),
\]
\[
\left( \sum_{k=1}^{n} a_k^2 b_k^2 \right)^2 \leq \left( \sum_{k=1}^{n} a_k^4 \right) \left( \sum_{k=1}^{n} b_k^4 \right).
\]
Therefore,
\[
\left( \sum_{k=1}^{n} a_k b_k c_k \right)^4 \leq \left( \sum_{k=1}^{n} a_k^4 \right)^{1/2} \left( \sum_{k=1}^{n} b_k^4 \right)^{1/2} \left( \sum_{k=1}^{n} c_k^2 \right)^{3/2},
\]
\[
\left( \sum_{k=1}^{n} a_k b_k c_k \right)^4 \leq \left( \sum_{k=1}^{n} a_k^4 \right) \left( \sum_{k=1}^{n} b_k^4 \right) \left( \sum_{k=1}^{n} c_k^2 \right)^2,
\]
which we had to prove.

3.2.32 For any real numbers $a_k$ and $b_k$ we have
\[
\left( \sum_{k=1}^{n} a_k b_k \right)^2 \leq \left( \sum_{k=1}^{n} k a_k^2 \right) \left( \sum_{k=1}^{n} \frac{b_k^2}{k} \right).
\]

3.2.33 For all natural numbers $n$ and all real numbers $a > 1$,
\[
\sum_{i=0}^{n} \frac{a_{ij}^i}{i! j!} a^{i + j} < a \sum_{i=0}^{n} \frac{a_{ij}^i}{i! j!},
\]
where $i + j = n$. 
3.2.34 If \( a_k > 0 \) \((k = 1, \ldots, n)\) and \( \prod_{k=1}^{n} a_k = b^n \), then
\[
\prod_{k=1}^{n} (1 + a_k) \geq (1 + b)^n.
\]

**Proof.** Since \( f(x) = \log(1 + e^x) \) is convex on \((-\infty, +\infty)\), we have
\[
\sum_{k=1}^{n} \log(1 + e^{x_k}) \geq n \log \left( 1 + \exp \left( \frac{1}{n} \sum_{k=1}^{n} x_k \right) \right).
\]
Replacing \( x_k \) by \( \log a_k \) \((k = 1, \ldots, n)\), we get
\[
\log \prod_{k=1}^{n} (1 + a_k) \geq n \log (1 + b),
\]
which is equivalent to (1).

Equality holds in (1) if and only if all the \( a_k \)'s are equal.

3.2.35 In the case when all the factors are positive, inequality
\[
a_1 a_2 a_3 \geq \prod (a_2 + a_3 - a_1) = (a_2 + a_3 - a_1) (a_3 + a_1 - a_2) (a_1 + a_2 - a_3)
\]
holds.

If all the factors are positive, inequalities
\[
a_1 a_2 a_3 a_4 \geq \prod (a_2 + a_3 + a_4 - 2a_1),
\]
\[
\vdots
\]
\[
a_1 \cdots a_n \geq \prod (a_2 + \cdots + a_n - (n - 2) a_1)
\]
also hold.

More precisely, the following can be stated in connection with the inequality
\[
a_1 \cdots a_n \geq \prod (a_2 + \cdots + a_n - (n - 2) a_1),
\]
where \( a_1, \ldots, a_n > 0 \) for \( n = 3, 4, \ldots \):

1° If all the factors are nonnegative, (1) holds, and in this case reduces to equality if and only if \( a_1 = a_2 = \cdots = a_n \).

2° For \( n = 3 \), (1) is valid without any restrictions, and reduces to an equality if and only if \( a_1 = a_2 = a_3 \).

3° For each \( n = 4, 5, \ldots \) there exist (positive) \( a_i \)'s so that (1) does not hold.
3.2 Inequalities Involving Algebraic Functions

Proof. Putting \(a_{n+m} = a_m\) \((m = 1, \ldots, n - 1)\) and
\[
\begin{align*}
(2) \quad a_{k+1} + a_{k+2} + \cdots + a_{k+n-1} - (n-2) a_k &= x_k \quad (k = 1, \ldots, n),
\end{align*}
\]
and assuming
\[
(3) \quad x_k \geq 0 \quad (k = 1, \ldots, n),
\]
it is easy to check that (2) implies
\[
(4) \quad (n - 1) a_m = \sum_{r=1}^{n-1} x_{m+r} \quad (m = 1, \ldots, n),
\]
with \(x_{n+m} = x_m\) \((m = 1, \ldots, n - 1)\). Using (3) and the arithmetic-geometric mean inequality, we obtain
\[
(5) \quad \prod_{m=1}^{n} a_m = \prod_{m=1}^{n} \left( \frac{1}{n - 1} \sum_{r=1}^{n-1} x_{m+r} \right) \geq \prod_{m=1}^{n} \left( \prod_{r=1}^{n-1} x_{m+r} \right)^{\frac{1}{n-1}}
\]
\[
= \prod_{m=1}^{n} x_m = \prod_{m=1}^{n} (a_2 + a_3 + \cdots + a_n - (n-2) a_1).
\]

Under condition (3), equality in (5) holds if and only if \(x_1 = x_k\) \((k = 2, \ldots, n)\), i.e., according to (2) and (4) if and only if \(a_1 = a_k\) \((k = 2, \ldots, n)\).

Let \(n = 3\). The following inequalities
\[
x_k < 0, \quad x_l < 0 \quad (1 \leq k \leq l \leq 3),
\]
with the notations already introduced, imply the inequality \(a_m < 0\) \((m \in \{1, 2, 3\}, m \neq k, l)\), contrary to the hypothesis \(a_1, a_2, a_3 > 0\). Therefore, at most one factor on the right side of (1) may be negative which implies both assertions in 2°.

Let \(n \geq 4\). Suppose that (1) holds without any restrictions on \(a_1, \ldots, a_n > 0\). Set \(a_1 = a_2 = 1, a_3 = a_4 = \cdots = a_n = \varepsilon > 0\). Then
\[
\varepsilon^{n-2} \geq (2 - \varepsilon)^{n-2} (-n + 3 + (n-2) \varepsilon)^2 \quad (\varepsilon > 0)
\]
and when \(\varepsilon \to 0\),
\[
0 \geq 2^{n-2} (n-3)^2 > 0,
\]
which is impossible. Thus, assertion 3° is proved.

The above result, due to D. D. Adamović, is an answer to Problem 46 proposed by D. S. Mitrinović in Mat. Vesnik 3 (18), 218—220 (1966).

3.2.36 Let \(a_1, \ldots, a_n\) be positive numbers such that \(\sum_{i=1}^{n} a_i = 1\). Then
\[
\sum_{i<k} \frac{a_i a_k}{a_i + a_k} \leq \frac{n-1}{4}, \quad \sum_{a_2 \cdots a_n} a_1 \geq n^{n-1}, \quad \frac{a_1 + \cdots + a_k}{a_1 \cdots a_k} \geq k \binom{n}{k} n^{k-1}.
\]

Equality in these inequalities holds if \(a_1 = \cdots = a_n = 1/n\).
3. Particular Inequalities
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3.2.37 Let \( a_k \in (0, 1) \) for \( k = 1, \ldots, n \). Then

\[
\prod_{k=1}^{n} (1 - a_k) > 1 - \sum_{k=1}^{n} a_k,
\]

(1)

\[
\prod_{k=1}^{n} (1 + a_k) < \frac{1}{\prod_{k=1}^{n} (1 - a_k)}.
\]

(2)

If \( a_k \in (0, 1) \) for \( k = 1, \ldots, n \) and \( \sum_{k=1}^{n} a_k < 1 \), then

\[
\prod_{k=1}^{n} (1 + a_k) < \frac{1}{1 - \sum_{k=1}^{n} a_k},
\]

(3)

\[
\prod_{k=1}^{n} (1 - a_k) < \frac{n}{1 + \sum_{k=1}^{n} a_k}.
\]

(4)

Combining the above inequalities (1), (2), (3), (4), with the same conditions on the \( a_k \)'s, we have

\[
\frac{1}{1 - \sum_{k=1}^{n} a_k} > \prod_{k=1}^{n} (1 + a_k) > 1 + \sum_{k=1}^{n} a_k,
\]

All the above inequalities are usually called WEIERSTRASS' inequalities.
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3.2.38 If, for \( n > 2 \),

\[
\sum_{i=1}^{n} x_i = p, \quad \sum_{i < k} x_i x_k = q,
\]

(1)
then

\[ \frac{p}{n} - \frac{n-1}{n} \sqrt{\frac{p^2 - 2n}{n-1}} q < x_i < \frac{p}{n} + \frac{n-1}{n} \sqrt{\frac{p^2 - 2n}{n-1}} q \]

for \( i = 1, \ldots, n \).

**Proof.** Starting with the obvious inequality \( \sum_{i < k} (x_i - x_k)^2 \geq 0 \), we get

\[ (n - 1) \sum_{i=1}^{n} x_i^2 - 2q \geq 0. \]

Since, by (1), \( \sum_{i=1}^{n} x_i^2 = p^2 - 2q \), inequality (3) becomes

\[ \frac{p^2 - 2n}{n-1} q \geq 0. \]

Writing equalities (1) in the form

\[ x_1 + \cdots + x_{i-1} + x_{i+1} + \cdots + x_n = p - x_i, \]

\[ x_1 x_2 + \cdots + x_1 x_{i-1} + x_1 x_{i+1} + \cdots + x_{n-1} x_n 
= q - x_i (x_1 + \cdots + x_{i-1} + x_{i+1} + \cdots + x_n) = q - x_i (p - x_i), \]

then for equalities (5) and (6), inequality (4) also holds with \( p, q, n \) replaced by \( p - x_i, q - x_i (p - x_i), n - 1 \), respectively. So we get

\[ (p - x_i)^2 - \frac{2(n-1)}{n-2} (q - px_i + x_i^2) \geq 0, \]

i.e.,

\[ nx_i^2 - 2px_i + 2(n-1)q - p^2(n-2) \leq 0. \]

The discriminant of the quadratic polynomial in (7)

\[ (n - 1)^2 \left( p^2 - \frac{2n}{n-1} q \right) \]

is nonnegative according to (4).

Since all the \( x_i \)'s are real, (7) implies (2).

**Remark.** This result is due to E. Laguerre. See also B. S. Madhava Rao and B. S. Sastry: On the limits for the roots of a polynomial equation. J. Mysore Univ. 1, 5–8 (1940).

**3.2.39** If \( c_1, c_2, c_3 \) are elementary symmetric functions of \( n \) real numbers \( x_1, \ldots, x_n \) of degrees 1, 2, 3 respectively, then

\[ \frac{(3c_3 - c_1c_2)^2}{2(c_1^2 - 2c_2)(2c_2^2 - 3c_1c_3)} \leq 1 - \frac{1}{n}. \]

Equality occurs if and only if all the \( x_1, \ldots, x_n \) are equal.
This inequality is equivalent to

\[ 2(n - 1) (\Sigma x_i^2) \left( 2 \Sigma x_i^2 x_j^2 + \Sigma x_i^2 x_k x_l \right) - n (\Sigma x_i^2 x_j)^2 \geq 0. \]
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3.2.40 Let \( a = (a_1, \ldots, a_n) \) be a sequence of positive numbers and

\[ P_n(a) = \sum_{k=1}^{n} \frac{1}{1 + a_k}, \quad Q_n(a) = \frac{n}{1 + G_n(a)}, \]

where \( G_n(a) \) is geometric mean of \( a_1, \ldots, a_n \).

If \( a_1 \cdots a_{n-1} > 1 \) and \( a_n \geq (a_1 \cdots a_{n-1})^{n+1} \), then

\[ P_n(a) - Q_n(a) \geq P_{n-1}(a) - Q_{n-1}(a) . \]

If \( a_1 \cdots a_{n-1} < 1 \) and \( a_n \leq (a_1 \cdots a_{n-1})^{n+1} \), the above inequality is reversed.

By a repeated use of inequality (1) the following result can be obtained:

If \( \prod_{i=1}^{k} a_i \geq 1 \) and \( a_{k+1} \geq (a_1 \cdots a_k)^{-\frac{1}{k+2}} (k = 1, \ldots, n - 1) \), then

\[ P_n(a) \geq Q_n(a) . \]

If \( \prod_{i=1}^{k} a_i \leq 1 \) and \( a_{k+1} \leq (a_1 \cdots a_k)^{-\frac{1}{k+2}} (k = 1, \ldots, n - 1) \), the above inequality is reversed.

Remark. The inequalities (1) and (2) were proved by D. S. Mitrinović and P. M. Vasić [1].

If \( a_1, \ldots, a_n > 1 \) (or \( a_1, \ldots, a_n < 1 \)) P. Henrici’s inequality proved in [2] can be obtained from the inequality (2).

For a generalization of (1) and (2) see the paper [3] of P. S. Bullen.
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3.2.41 If \( a_i (i = 1, \ldots, n) \) are positive numbers such that \( a_1 < \cdots < a_n \leq 1 \), then

\[
\frac{A_n(a)}{A_n(a) + G_n(a)^n} \geq \frac{1}{n} P_n(a),
\]

where \( A_n \) and \( G_n \) are arithmetic and geometric means and \( P_n(a) \) has the same meaning as in 3.2.40.

**Proof.** Using the inequalities

\[
A_n(a) \geq G_n(a) \quad \text{and} \quad G_n(a)^{n-1} \leq G_n(a)
\]

(since \( a_i \leq 1 \) for \( i = 1, \ldots, n \)), we get

\[
\frac{A_n(a)}{A_n(a) + G_n(a)^n} \geq \frac{1}{1 + G_n(a)^n-1} \geq \frac{1}{1 + G_n(a)}
\]

and then by the inequalities of P. HENRICI (see 3.2.40), we get (1).
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**Remark.** The inequality (1) is also valid under weaker conditions for \( a_i \), namely when \( 0 < a_1 \leq \cdots \leq a_n \leq \frac{1}{G_{n-1}} \). See D. BORWEIN'S proof of (1) in Amer. Math. Monthly 73, 1023–1024 (1966).

3.2.42 If \( a_k > 0 \) for \( k = 1, \ldots, n \) and \( s = \sum_{k=1}^{n} a_k \), then

\[
\prod_{k=1}^{n} (1 + a_k) \leq \sum_{k=0}^{n} \frac{s^k}{k!}.
\]

**Proof.** By the arithmetic-geometric mean inequality, we have

\[
\prod_{k=1}^{n} (1 + a_k) \leq \left( \sum_{k=1}^{n} \frac{1 + a_k}{n} \right)^n = \left( 1 + \frac{s}{n} \right)^n = 1 + \sum_{k=1}^{n} \frac{1}{k!} \cdot \left( \frac{1}{n} \right) \cdots \left( 1 - \frac{1}{n} \right) \frac{s^k}{k!} \leq \sum_{k=0}^{n} \frac{s^k}{k!}.
\]

3.2.43 Let \( a_k \geq 1 \) for \( k = 1, \ldots, n \). Then

(1)

\[
\prod_{k=1}^{n} (1 + a_k) \geq \frac{2^n}{n+1} \left( 1 + \sum_{k=1}^{n} a_k \right).
\]
Proof. If $b_k \geq 0$ ($k = 1, \ldots, n$), then
\[
\prod_{k=1}^{n} \left( 1 + \frac{b_k}{2} \right) \geq 1 + \frac{1}{2} \sum_{k=1}^{n} b_k \geq 1 + \frac{1}{n + 1} \sum_{k=1}^{n} b_k.
\]
For $b_k = a_k - 1$, we have (1).
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3.2.44 If $n$ is a nonnegative integer and $x_k > 0$ for $k = 1, \ldots, n + 1$, then
\[
\sum_{k=1}^{n+1} \frac{1}{1 + x_k} \geq n \Rightarrow \prod_{k=1}^{n+1} \frac{1}{x_k} \geq n^{n+1}.
\]
Remark. This problem was proposed by J. BERKE and the solution of C. BINDSCHEIDLER was published in Elem. Math. 14, 132 (1959). However, that solution is not simple.

3.2.45 If $x_k \geq 0$ ($k = 1, \ldots, n$) and $\sum_{k=1}^{n} (1 + x_k)^{-1} \leq 1$, then $\sum_{k=1}^{n} 2^{-x_k} \leq 1$.
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3.2.46 If $n > 1$ is an integer and $a_k > 0$ for $k = 1, \ldots, n$, then
\[
n \left( \sum_{k=1}^{n} \frac{a_k}{s - a_k} \right)^{-1} \leq n - 1 \leq n^{-1} \sum_{k=1}^{n} \frac{s - a_k}{a_k},
\]
and
\[
\sum_{k=1}^{n} \frac{s}{s - a_k} \geq \frac{n^2}{n - 1} \quad \text{with} \quad s = \sum_{k=1}^{n} a_k.
\]
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3.2.47 Let $\sum_{i=1}^{n} x_i = na$, with $x_1, \ldots, x_n$ nonnegative. If $k \geq 1$ is an integer, then
\[
(1) \quad \sum_{\nu_1, \ldots, \nu_n = 0}^{k} \frac{x_1^{\nu_1} \cdots x_n^{\nu_n}}{\nu_1! \cdots \nu_n!} \leq n (n^k - 1) \frac{a^{k+1}}{(k+1)!},
\]
where $\sum_{i=1}^{n} \nu_i = k + 1$. 
Proof. The multinomial expansion can be written in the form

\[
\sum_{r_1 + \cdots + r_n = k + 1 \atop k \geq r_j \geq 0} \frac{(k + 1)!}{r_1! \cdots r_n!} x_1^{r_1} \cdots x_n^{r_n} = \left( \sum_{i=1}^{n} x_i \right)^{k+1} - \sum_{i=1}^{n} x_i^{k+1}.
\]

From the relations between means of different orders, we have for \( k \geq 1 \),

\[
0 \leq \sum_{i=1}^{n} x_i^{k+1} - n \left( \frac{1}{n} \sum_{i=1}^{n} x_i \right)^{k+1}.
\]

Since \( \sum_{i=1}^{n} x_i = na \), by adding (2) and (3) we get (1).

Inequality and proof of G. Kalajdžić.

3.2.48 Let \( \sum_{k=1}^{n} x_k^2 = 1 \), \( \sum_{k=1}^{n} a_k x_k = 0 \) and \( \sum_{k=1}^{n} a_k^2 > 0 \), then

\[
\left( \sum_{k=1}^{n} b_k x_k \right)^2 \leq \sum_{i<j} (a_i b_j - a_j b_i)^2 \leq \sum_{k=1}^{n} a_k^2.
\]
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Ostrowski 2, p. 290.

3.2.49 If \( x_i > 0 \) \( (i = 1, \ldots, n) \), then

\[
\binom{n}{2} \sum_{1 \leq i < j \leq n} \frac{1}{x_i x_j} \geq 4 \left( \sum_{1 \leq i < j \leq n} \frac{1}{x_i + x_j} \right)^2.
\]

Equality holds if and only if all \( x_i \) are equal.

This inequality is due to D. D. Adamović.

3.2.50 If \( 0 < b \leq a \), then

\[
\frac{1}{8} \left( \frac{a-b}{a} \right)^2 \leq \frac{a+b}{2} - \sqrt{ab} \leq \frac{1}{8} \left( \frac{a-b}{b} \right)^2.
\]

3.2.51 If \( a, b, c \) are different real numbers, then

\[
3 \min(a, b, c) < \Sigma a - (\Sigma a^2 - \Sigma ab)^{1/2} < \Sigma a + (\Sigma a^2 - \Sigma ab)^{1/2} < 3 \max(a, b, c),
\]

where

\[
\Sigma a = a + b + c, \quad \Sigma a^2 = a^2 + b^2 + c^2, \quad \Sigma ab = ab + bc + ca.
\]
3. Particular Inequalities

**Proof.** The function

\[ f(x) = (x - a)(x - b)(x - c) = x^3 - (\Sigma a) x^2 + (\Sigma ab) x - abc \]

vanishes at \( a, b, c \). Its derivative \( f'(x) \) vanishes for those \( x \) which satisfy

\[ 3x^2 - 2(\Sigma a) x + \Sigma ab = 0. \]

The roots of this equation lie between \( \min(a, b, c) \) and \( \max(a, b, c) \). This is equivalent to the proposed inequalities.

**Remark.** This inequality was proposed by D. S. Mitrinović in Nord. Mat. Tidskr. 9, 138—139 (1961). The published proof by J. Lohne in this journal is more complicated than the one given above.

3.2.52 Let \( a, b, c, d, e \) and \( f \) be nonnegative real numbers which satisfy

(1) \[ a + b \leq e \quad \text{and} \quad c + d \leq f. \]

Then

\[ (ac)^{1/2} + (bd)^{1/2} \leq (ef)^{1/2}. \]

Since one may interchange \( c \) and \( d \) in (1), another valid inequality is

\[ (ad)^{1/2} + (bc)^{1/2} \leq (ef)^{1/2}. \]

**Proof.** Multiplying the inequalities in (1), one obtains

\[ ac + bd + (ad + bc) \leq ef. \]

But

\[ 2(ad \cdot bc)^{1/2} \leq ad + bc, \]

which means that

\[ ((ac)^{1/2} + (bd)^{1/2})^2 = ac + bd + 2(ad \cdot bc)^{1/2} \leq ac + bd + (ad + bc) \leq ef. \]

**Reference**


3.2.53 Let \( a_m, \ldots, a_n \) (\( m \leq n \)) be real numbers. Then

\[ \left| \sum_{k=m}^{n} k^{-1/3} a_k \right|^3 \leq \left( \sum_{k=m}^{n} |a_k|^{3/2} \right)^2 \sum_{k=m}^{n} k^{-1}. \]

**Reference**

Ostrowski 2, p. 44.
3.3 Inequalities Involving Polynomials

A lot has been written on bounds of the zeros of a polynomial. Various estimates for polynomials of Legendre, Laguerre, Hermite, Čebyšev and for other polynomials arising in the Theory of Special Functions are also known. From all this, we have only included here some results which seemed especially interesting to us.

In book [1] of G. Szegö, [2] of M. Marden and [3] of A. F. Timan one can find almost all the more important inequalities related to the topics mentioned above. These books contain a large number of references concerning the topics in question. See also [4].
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3.3.1 If $ax^2 + bx + c$ is a polynomial with real coefficients and real roots, then

$$a + b + c \leq \frac{9}{4} \max(a, b, c).$$

This inequality is due to L. Moser and J. R. Pounder. J. D. Dixon gave the following generalization of (1).

For all real polynomials $P(x) = a_0 + a_1 x + \cdots + a_n x^n$ of degree $n$, with only real zeros, we have

$$a_0 + a_1 + \cdots + a_n \leq \alpha_n \max_k a_k,$$

and

$$\min_k a_k \leq \beta_n \max_k a_k,$$

where

$$\alpha_n = \frac{(n + 1)^n}{\binom{n}{s} (n - s)^{n-s} (s + 1)^s}, \quad \beta_n = \left( \frac{n}{s} \right)^{-1} \text{ with } s = \left[ \frac{n}{2} \right].$$

The constants $\alpha_n$ and $\beta_n$ are the best possible.
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3.3.2 Let \( x_1, x_2, x_3 \) be roots of the equation

\[
x^3 + px + q = 0
\]

(where \( p \) and \( q \) are real numbers)

and define \( d \) and \( D \) by

\[
d = \min(|x_2 - x_3|, |x_3 - x_1|, |x_1 - x_2|), \quad D = \frac{q^2}{4} + \frac{p^3}{27}.
\]

Then the following statements are valid:

1° If \( D < 0 \), then \( 2(-3D/|p|)^{1/2} < d \leq 3(-3D/|p|)^{1/2} \leq \sqrt{|p|} \);  
2° If \( D = 0 \), then \( d = 0 \);  
3° If \( D > 0 \) and \( p > 0 \), then \( p^{1/2} \leq d \leq (p + 12(q^2/4)^{1/3})^{1/2} \);  
4° If \( D > 0 \) and \( p < 0 \), then

\[
\sqrt{3} \left(-\frac{q}{2}\right)^{1/3} - \left(-\frac{p}{2}\right)^{1/2} \leq d < 2\left(p + 3\left(q^2/4\right)^{1/3}\right)^{1/2}.
\]
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3.3.3 A necessary and sufficient condition that

\[
x^3 + ax^2 + bx + 1 > 0 \quad \text{for} \quad x \geq 0
\]

is given by

\[
ab + 6(a + b) + 9 + 2(a + b + 3)^{3/2} > 0
\]

(\( a \) and \( b \) real numbers and \( a + b + 3 \geq 0 \)).
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3.3.4 Let \( P(x) = a_0x^4 + 4a_1x^3 + 6a_2x^2 + 4a_3x + a_4 \) be a real polynomial with \( a_0 > 0, |a_3| + |a_4| > 0 \). Put

\[
E = a_0a_4 + 3a_2^2 - 4a_1a_3,
\]

\[
F = a_0a_3^2 + a_1^2a_4 + a_2^3 - a_0a_2a_4 - 2a_1a_2a_3,
\]

\[
S = a_0a_4 + 2a_1a_3,
\]

\[
D = E^3 - 27F^2,
\]

\[
R = S^2 - 9a_0a_2^2a_4.
\]

Then \( P \) is nonnegative if and only if \( D \geq 0 \) and either \( R \leq 0 \) and \( a_2 \geq 0 \), or \( R \geq 0 \) and \( -\frac{1}{2}a_0a_4 \leq a_1a_3 < a_0a_4 \).
3.3 Inequalities Involving Polynomials
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3.3.5 If the roots of the equation

\[ a_0x^n - \binom{n}{1} a_1 x^{n-1} + \binom{n}{2} a_2 x^{n-2} - \cdots + (-1)^n a_n = 0 \]

are positive and distinct, then

\[ a_p a_q > a_r a_s \]

for all \( p, q, r, s \) with \( p + q = r + s \) and \( |p - q| < |r - s| \). In particular,

\[ a_\rho a_{n-\rho} > a_0 a_n \quad (\rho = 1, \ldots, n - 1). \]
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3.3.6 If all the zeros \( x_1, \ldots, x_n \) of a real polynomial

\[ a_0 x^n + a_1 x^{n-1} + \cdots + a_{n-1}x + a_n \]

are positive, then

\[ \frac{a_1 a_{n-1}}{a_0 a_n} \geq n^2. \]

Proof. By the arithmetic-harmonic mean inequality, we have

\[ \frac{a_{n-1}}{a_n} \cdot \frac{a_1}{a_0} = \sum_{i=1}^{n} a_i \sum_{j=1}^{n} \frac{1}{x_j} \geq n^2. \]
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3.3.7 Suppose that a polynomial

\[ P(x) = a_0 + a_1 x + \cdots + a_n x^n \quad (a_n \neq 0) \]

has all its zeros in \( |x| < 1 \). Then

\[ \frac{\sum_{k=0}^{n} |a_k|^2}{\sum_{k=0}^{n} |a_k|^2} > \frac{n}{2}. \]
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3.3.8 Let
\[ P(x) = a_0 + a_1 x + \cdots + a_n x^n, \quad Q(x) = b_0 + b_1 x + \cdots + b_m x^m \]
\( (a_n > 0, \ b_m > 0) \)
be real polynomials all of whose roots are real. If these roots separate each other, then, for \( m = n \) and \( k = 1, \ldots, n \),
\[ a_{k-1}b_k - a_kb_{k-1} > 0, \]
and, for \( m = n - 1 \) and \( k = 1, \ldots, n - 1 \),
\[ a_{k-1}b_k - a_kb_{k-1} < 0. \]
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3.3.9 Let \( P(z) = \sum_{r=0}^{n} a_r z^r \) be a polynomial of degree \( n \) such that \( |P(z)| \leq M \) for \( |z| = 1 \). C. VISSEr proved that
\[ |a_0| + |a_n| \leq M. \]

Q. I. RAHMAN has given the following generalization:

Let \( P(z) = \sum_{r=0}^{n} a_r z^r \) and \( Q(z) = \sum_{r=0}^{m} b_r z^r \) be polynomials of degrees \( n \) and \( m \) respectively such that \( |P(z)| \leq |Q(z)| \) for \( |z| = 1 \). If \( Q(z) \) has all its zeros in the closed exterior of the unit disc \( |z| \geq 1 \), then
\( (1) \quad |a_0| + |a_n| \leq |b_m| \quad \text{for} \quad m < n, \)
\( (2) \quad |a_0| + |a_n| \leq |b_0| + |b_m| \quad \text{for} \quad m = n, \)
\( (3) \quad \max(|a_0|, |a_n|) \leq |b_0| - |b_m| \quad \text{for} \quad m > n. \)

If, on the other hand, \( Q(z) \) has all its zeros in the closed interior of the unit disc, then the following inequalities
\[ |a_0| + |a_n| \leq |b_0| \quad \text{for} \quad m < n, \]
\[ \max(|a_0|, |a_n|) \leq |b_m| - |b_0| \quad \text{for} \quad m > n, \]
together with (2) hold.
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3.3.10 If \( P(x) \) is a nonzero polynomial with integer coefficients, and if \( P(1) = 0 \) and \( P(2) = 0 \), then a coefficient of \( P(x) \) is \( \leq -2. \)
3.3 Inequalities Involving Polynomials
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3.3.11 Let $az^2 + bz + c$ be a polynomial with nonzero complex coefficients. Then the zeros of this polynomial lie in the closed disk

$$|z| \leq \frac{|b|}{|a|} + \frac{|c|}{|b|}.$$  \hspace{1cm} (1)

Proof. Since

$$|\sqrt{b^2 - 4ac}| = |b| \left| \sqrt{1 - \frac{4ac}{b^2}} \right| \leq |b| \left| \sqrt{1 + \frac{4ac}{b^2}} \right|$$

$$\leq |b| \left(1 + \frac{2ac}{b^2}\right)$$

$$= |b| + \frac{2ac}{b^2},$$

starting with

$$z = -\frac{b}{2a} + \frac{1}{2a} \sqrt{b^2 - 4ac}$$

one obtains

$$|z| \leq \frac{|b|}{2a} + \frac{|b|}{2a} + \frac{|c|}{|b|},$$

i.e., (1).

3.3.12 Let $z^n + a_1z^{n-1} + \cdots + a_{n-1}z + a_n$ be a polynomial with nonzero complex coefficients, and let $z_i$ ($i = 1, \ldots, n$) be the zeros of this polynomial. Then

$$r_0 \leq \max \left\{ 2|a_1|, 2\frac{|a_2|}{|a_1|}, \ldots, 2\frac{|a_{n-1}|}{|a_{n-2}|}, \frac{|a_n|}{|a_{n-1}|} \right\},$$

where

$$r_0 = \max_{1 \leq i \leq n} |z_i|.$$  \hspace{1cm} (2)
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3.3.13 If $x_1, \ldots, x_n$ are roots of the polynomial

$$P(x) = x^n + a_1x^{n-1} + \cdots + a_n,$$

then

$$|x_k| \leq |a_1| + |a_2|^{1/2} + \cdots + |a_n|^{1/n} \quad (k = 1, \ldots, n).$$

Remark. This result is due to J. L. WALSH [1]. For a generalization, see paper [2] of J. RUDNICKI.
3. Particular Inequalities
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3.3.14 If \( x_1, \ldots, x_n \) are roots of the polynomial
\[
P(x) = x^n + a_1 x^{n-1} + \cdots + a_n,
\]
then, for \( k = 1, \ldots, n \),
\[
(1) \quad |x_k| < (1 + |a_1|^2 + \cdots + |a_n|^2)^{1/2}
\]
and
\[
(2) \quad |x_k| < (1 + |a_1 - 1|^2 + |a_2 - a_1|^2 + \cdots + |a_n - a_{n-1}|^2 + |a_n|^2)^{1/2}.
\]
Remark. Inequality (1) is due to R. D. Carmichael and T. E. Mason [1], while (2) is due to K. P. Williams [2].
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3.3.15 If \( \alpha_k, \beta_k \) and \( \lambda_k \), for \( k = 1, \ldots, n \), are real numbers with \( \beta_k > 0 \) and \( \lambda_k > 0 \) for \( k = 1, \ldots, n \), then
\[
(1) \quad \min_{1 \leq i \leq n} \left( \frac{\alpha_i}{\beta_i} \right) \leq \frac{\sum_{i=1}^{n} \alpha_i \lambda_i}{\sum_{i=1}^{n} \beta_i \lambda_i} \leq \max_{1 \leq i \leq n} \left( \frac{\alpha_i}{\beta_i} \right).
\]
Equality holds if and only if the sequences \( \alpha = (\alpha_1, \ldots, \alpha_n) \) and \( \beta = (\beta_1, \ldots, \beta_n) \) are proportional.

This result is a consequence of Cauchy's inequalities given in 3.2.25.

D. Marković in several papers used (1) for obtaining the bounds for moduli of the zeros of a polynomial. We give a result of his [1].

Consider \( P(z) = \sum_{k=0}^{n} a_k z^k \) and \( f(z) = \sum_{k=0}^{+\infty} b_k z^k \), with \( b_k > 0 \) for \( k = 0, 1, \ldots \). Let \( r_0 \) be a positive zero of \( Mf(r) = |a_0| \), where \( M = \max_{1 \leq k \leq n} \left( \frac{|a_k|}{b_k} \right) \).

Then all the zeros of \( P \) lie in \( |z| \geq r_0 \).

**Hint for the proof.** For each zero \( z = re^{i\theta} \) of \( P \) we have
\[
\frac{|a_0|}{f(r)} \leq \frac{\sum_{k=1}^{n} \frac{|a_k|}{b_k} r^k}{\sum_{k=1}^{n} b_k r^k} \leq M.
\]
In the particular case when \( b_k = t^{-k} \) for \( k = 1, 2, \ldots, \) and \( g(t) = \max_{1 \leq k \leq n} (|a_k| t^k) \), where \( t \) is any positive number, we have that all the zeros of \( P \) lie in the domain \(|z| \geq \frac{|a_0| t}{|a_0| + g(t)}\).

The same result was also given by E. Landau [2] in another way.

D. M. Simeunović [3], assuming that \( \lambda_1 > \cdots > \lambda_n > 0 \), improved (1) and his inequalities read:

\[
\min_{1 \leq i \leq n} \left( \frac{\alpha_i}{\beta_i} \right) \leq \min_{1 \leq i \leq n} \left( \frac{\sum_{k=1}^{i} \alpha_k}{\sum_{k=1}^{i} \beta_k} \right) \leq \frac{\sum_{k=1}^{n} \alpha_k \lambda_i}{\sum_{k=1}^{n} \beta_k \lambda_i} \leq \max_{1 \leq i \leq n} \left( \frac{\alpha_i}{\beta_i} \right). 
\]

Using the above inequalities he showed that all the zeros of \( P \) lie in the domain

\[
|z| \geq \frac{|a_0| t}{|a_0| + h(t)} \quad \text{with} \quad h(t) = \max_{1 \leq i \leq n} \left( \frac{\sum_{k=1}^{i} |a_k| t^k}{i} \right) \leq \max_{1 \leq k \leq n} (|a_k| t^k).
\]
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3.3.16 Let \( a_1, \ldots, a_n \) be real nonnegative numbers such that \( \sum_{i=1}^{n} a_i > 0 \). Let \( t \) be a positive root of the equation

\[ x^n = a_1 x^{n-1} + a_2 x^{n-2} + \cdots + a_n \]

and let \( \lambda_1, \ldots, \lambda_{n-1} \) be arbitrary positive numbers. Then

\[ t \leq \max \left( \lambda_1, \ldots, \lambda_{n-1}, \left( a_1 + \frac{a_2}{\lambda_1} + \cdots + \frac{a_n}{\lambda_{n-1}} \right) \right). \]

Proof. Let \( \lambda = \max(\lambda_1, \ldots, \lambda_{n-1}) \). If \( \lambda \geq t \), then (2) holds. Let \( \lambda < t \). Then \( \lambda_1, \ldots, \lambda_{n-1} < t \), and therefore

\[ a_1 + \frac{a_2}{\lambda_1} + \cdots + \frac{a_n}{\lambda_{n-1}} \geq a_1 + \frac{a_2}{t} + \cdots + \frac{a_n}{t^{n-1}} = \frac{a_1 t^{n-1} + \cdots + a_n}{t^{n-1}} = t \]

and inequality (2) is true.

The above interesting proof is due to S. B. Prešić.

3.3.17 Let \( f(z) = z^n + p_1 z^{n-1} + \cdots + p_n \) be a polynomial with zeros \( z_1, \ldots, z_n \), in an arbitrary order.

E. Landau and W. Specht proved that
\[
|z_1 \cdots z_t|^2 \leq 1 + \sum_{r=1}^{n} |p_r|^2,
\]
where \( 1 \leq t \leq n \).

J. Vicente Gonçalves found the following improvement:
\[
|z_1 \cdots z_t|^2 + |z_{t+1} \cdots z_n|^2 \leq 1 + \sum_{r=1}^{n} |p_r|^2,
\]
with \( 1 \leq t \leq n \). This result is the best possible.

A. M. Ostrowski made a generalization as follows:

Partition of the set of zeros of \( f(z) \) into \( k \) nonempty sets,
\[
\{z_1^{(1)}, \ldots, z_{m_1}^{(1)}\}, \ldots, \{z_1^{(k)}, \ldots, z_{m_k}^{(k)}\},
\]
with \( m_1 + \cdots + m_k = n \). Then, for any \( \lambda \geq 2 \),
\[
|z_1^{(1)} \cdots z_{m_1}^{(1)}|^\lambda + \cdots + |z_1^{(k)} \cdots z_{m_k}^{(k)}|^\lambda \leq \left( 1 + \sum_{r=1}^{n} |p_r|^2 \right)^{\lambda/2} + k - 2,
\]
where equality occurs if and only if \( \lambda = k = 2 \) or, for \( \lambda = 2 \) if \( k = 2 \) of the left-hand terms are equal to 1.
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3.3.18 Let \( P \) be a real polynomial defined by
\[
P(x) = a_0 + a_1 x + \cdots + a_n x^n.
\]
Then
\[
\max_{-1 \leq x \leq 1} |P(x)|^2 - \min_{-1 \leq x \leq 1} |P(x)|^2 \geq \frac{|a_n|^2}{2^{n-2}}.
\]
This inequality contains Čebyšev's inequality
\[
\max_{-1 \leq x \leq 1} |P(x)| \geq \frac{|a_n|}{2^{n-1}}.
\]
3.3 Inequalities Involving Polynomials
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3.3.19 Let \( P(x) = a_0 + a_1x + \cdots + a_nx^n \) be a polynomial of degree \( n \) whose roots are \( x_1, \ldots, x_n \). If none of \( \text{Im} \ x_k \) is equal to zero, then for all real \( x \),

\[
\sum_{k=1}^{n} \left( \frac{1}{\text{Im} \ x_k} \right)^2 \geq -8 \Re \frac{P(x) P''(x) - P'(x)^2}{P(x)^2}.
\]

If none of \( \Re \ x_k \) is equal to zero, then for all real \( x \),

\[
\sum_{k=1}^{n} \left( \frac{1}{\Re \ x_k} \right)^2 \geq 8 \Re \frac{P(ix) P''(ix) - P'(ix)^2}{P(ix)^2}.
\]

The above inequalities are equivalent respectively to

\[
\sum_{k=1}^{n} \left( \frac{1}{\text{Im} \ x_k} \right)^2 \geq 8 \Re \frac{a^2_1 - 2a_0a_{-1}}{a_0^2}, \quad \sum_{k=1}^{n} \left( \frac{1}{\Re \ x_k} \right)^2 \geq 8 \Re \frac{2a_0a_{-1} - a_1^2}{a_0^2}.
\]
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3.3.20 The complex polynomial \( P(x) = a_0x^n + \cdots + a_{n-1}x + a_n \) has \( r \) zeros whose moduli are greater than 1 and \( n - r \) zeros whose moduli are smaller than 1 if

\[
|a_r| > |a_0| + \cdots + |a_{r-1}| + |a_{r+1}| + \cdots + |a_n|.
\]

Remark. This result is due to D. E. Mayer [1]. A simple proof was given by M. Tajima in [2].
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3.3.21 Let \( P(x) = (x - a_1) \cdots (x - a_n) \), where \( a_1, \ldots, a_n \) are real numbers with \( a_k < a_{k+1} \) for \( k = 1, \ldots, n - 1 \). Let

\[
P'(x) = (x - c_1) \cdots (x - c_{n-1})
\]

and let \( a_k < c_k < a_{k+1} \) for \( k = 1, \ldots, n - 1 \). Then, for \( k = 1, \ldots, n - 1 \),

\[
a_k + \frac{a_{k+1} - a_k}{n - k + 1} \leq c_k \leq a_{k+1} - \frac{a_{k+1} - a_k}{k + 1}.
\]
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3.3.22 If a polynomial $P$ of degree $n$ has no zeros in the circle $|z| \leq a + b$, where $a \geq 1$ and $b > 0$, then for $-a \leq x \leq a$,

$$|P(x)| \geq \left( \frac{b}{a + b - 1} \right)^n |P\left(\frac{x}{a}\right)|.$$

This inequality, together with a number of inequalities which are analogous to it, has been proved by D. I. Mamedhanov.
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3.3.23 Let $P(z)$ be a polynomial of degree $n$ with zeros $z_1, \ldots, z_n$ and let $z'_1, \ldots, z'_{n-1}$ be zeros of its derivative $P'(z)$. Then, for $p \geq 1$,

$$\frac{1}{n} \sum_{k=1}^{n} |\text{Im} z_k|^p \geq \frac{1}{n-1} \sum_{k=1}^{n-1} |\text{Im} z'_k|^p, \quad \frac{1}{n} \sum_{k=1}^{n} |z_k|^p \geq \frac{1}{n-1} \sum_{k=1}^{n-1} |z'_k|^p.$$
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3.3.24 For all real $x$ and for any even natural number $n$,

$$P(x) = x^n - nx + n - 1 \geq 0,$$

equality holding if and only if $x = 1$.

Proof. According to Descartes' rule of signs, the polynomial $P$ cannot have more than two positive zeros and can have no negative zeros. This polynomial has a double zero at $x = 1$, and those are, therefore, its only real zeros. This implies the above inequality.

Remark 1. This elementary inequality, indicated in Hardy-Littlewood-Polya's book on p. 61 (Theorem 60), has been used in a number of cases as a starting point in the process of finding other inequalities. (See, for example, Benson's method, in 2.19).

Remark 2. $P(x) \geq 0$ holds for all $x \geq 0$ when $n$ is any real number $> 1$ (with equality if and only if $x = 1$), and for all $x \geq -1$ when $n$ is an odd integer $> 1$. These extensions are sometimes useful.

3.3.25 Let $P(x)$ be a polynomial of degree $n \geq 2$ all of whose roots are real and which satisfies the following conditions:

$$P(-1) = P(+1) = 0, \quad P(x) \neq 0 \quad \text{for} \quad -1 < x < +1$$

and

$$\max_{-1 < x < +1} P(x) = 1.$$
3.3 Inequalities Involving Polynomials

Then, if \( P(a) = P(b) = d \leq 1 \) \((-1 < a < b < +1)\), we have
\[
b - a \leq 2(1 - d)^{1/2},
\]
with equality if and only if \( P(x) = 1 - x^2 \).
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3.3.26 Let \( P(z) = a_0 + a_1z + \cdots + a_nz^n \) be a complex polynomial, where \( a_0 \) is real, and \(|\text{Re } P(z)| \leq 1\) for \(|z| \leq 1\).

Then, for \(|z| \leq 1\),
\[
|\text{Im } P(z)| \leq \frac{2}{n + 1} \sum_{k=1}^{[(1/2)(n+1)]} \text{cot} \frac{(2k - 1)\pi}{2n + 2}.
\]
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3.3.27 Let \( P(x) = a_0 + a_1x + \cdots + a_nx^n \) be a real polynomial of degree \( n \geq 0 \). Then
\[
\min_{0 \leq k \leq n} b_k \leq P(x) \leq \max_{0 \leq k \leq n} b_k \quad (0 \leq x \leq 1),
\]
where
\[
b_k = \sum_{r=0}^{k} a_r \binom{k}{r}/\binom{n}{r} \quad (k = 0, 1, \ldots, n).
\]
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3.3.28 Let \( F \) denote the set of all quadratic polynomials \( P(x) \) satisfying
\[
P(x) \geq 0 \quad (-1 \leq x \leq +1) \quad \text{and} \quad \int_{-1}^{+1} P(x) \, dx = 1.
\]

Then
\[
\min_{-1 \leq t \leq 1} \left( \max_{F} P(t) \right) = \frac{2}{3}.
\]
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3.3.29 If all zeros of a real polynomial \( P \) of degree \( n \) are real, then
\[
(n - 1) P'(x)^2 - n P(x) P''(x) \geq 0,
\]
where \( P' \) and \( P'' \) denote the derivatives of \( P \).
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3.3.30 If the moduli of each of the roots of a polynomial with complex coefficients

\[ P(z) = a_0 z^n + a_1 z^{n-1} + \cdots + a_n \]

do not exceed a positive number \( M \), then

\[ |P^{(k)}(z)| \leq k! \binom{n}{k} |a_0| (|z| + M)^{n-k}, \]

where \( k = 0, 1, \ldots, n; P^{(0)}(z) = P(z). \)
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3.3.31 Let \( P \) denote a polynomial in \( x \), and let deg \( P \) be the degree of \( P \).

(S. Bernstein.) If deg \( P = n \), then

\[ \frac{|P'(x)|}{\max |P(x)|} \leq \frac{n}{\sqrt{b-a}} \quad (a \leq x \leq b). \]

If deg \( P = 2n + 1 \) and \( P \) is increasing in \( a \leq x \leq b \), then

\[ \frac{|P'(x)|}{\max |P'(x)|} \geq \frac{1}{2} \frac{b-a}{(n+1)^2} \quad (a \leq x \leq b). \]

(A. Markoff.) If deg \( P = n \), then

\[ \frac{|P'(x)|}{\max |P(x)|} \leq \frac{2n^2}{b-a} \quad (a \leq x \leq b). \]

(I. Schur.) If deg \( P = n \geq 2 \) and if \( P(a) = P(b) = 0 \), then

\[ \frac{|P'(x)|}{\max |P(x)|} \leq \frac{2n \cot \frac{\pi}{2n}}{b-a} \quad (a \leq x \leq b). \]

(P. Erdős.) If deg \( P = n \) and \( P \) has only real zeros, none in \( (a, b) \), then

\[ \frac{|P'(x)|}{\max |P(x)|} < \frac{en}{b-a} \quad (a \leq x \leq b). \]

This is the best possible result.

(S. Bernstein.) Let \( P \) be a complex polynomial in complex \( z \) with \( |P(z)| \leq 1 \) for \( |z| \leq 1 \). Then

\[ |P'(z)| \leq n \quad \text{for} \quad |z| \leq 1. \]

(P. D. Lax.) If \( |P(z)| \leq 1 \) for \( |z| \leq 1 \) and if \( P \) has no zeros inside \( |z| = 1 \), then

\[ |P'(z)| \leq \frac{n}{2} \quad \text{for} \quad |z| \leq 1. \]

The following results are due to A. B. Soble.
3.3 Inequalities Involving Polynomials

1° If the coefficients of \( P \) are real and nonnegative, then
\[
\frac{P'(x)}{P(x)} \leq \frac{n}{x} \quad (x > 0).
\]
(The case \( P(x) = x^n \) shows that this is the best possible result). If, moreover, the constant term is zero, then
\[
\frac{P'(x)}{P(x)} \geq \frac{1}{x} \quad (x > 0).
\]
(The case \( P(x) = x \) shows that this is the best possible result.)

2° Let
\[
P(x) = \sum_{k=0}^{n} c_k x^{n-k} \quad (c_k > 0).
\]
If \( 0 < c \leq c_k/c_{k-1} \) \((k = 1, \ldots, n)\), where \( c \) is a fixed number, then
\[
\frac{P'(x)}{P(x)} \leq \frac{n}{2x} \quad (0 < x \leq c).
\]
The constant \( \frac{n}{2} \) is the best possible.

3° Let \( P(x) = x^n + \sum_{k=1}^{n} c_k x^{n-k} \). If \( |c_k| \leq c - 1 \), \( c > 1 \) \((k = 1, \ldots, n)\), then
\[
\left| \frac{P'(x)}{P(x)} \right| \leq \frac{n}{x} \left( \frac{x - c/2}{x} \right)^{2} \quad (x > c).
\]

4° Let \( P(x) = \sum_{k=0}^{n} c_k x^{n-k} \) \((c_k > 0)\). If \( c_k \geq c_{k-1} \) \((k = 1, \ldots, n)\), then
\[
\frac{P'(x)}{P(x)} \leq \frac{n + 1}{sx} \quad (0 < x \leq \exp(-s/c) \text{ and } s \geq c).
\]
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3.3.32 Let \( P \) be a complex polynomial of degree \( \leq n \). If for \(-1 \leq x \leq +1\), \( |P(x)| \leq 1 \), then, for \(-1 \leq x \leq +1 \text{ and } k = 1, \ldots, n\),
\[
|P^{(k)}(x)|^2 \leq M_k(x),
\]
where
\[
M_k(x) = \left( \frac{d^k}{dx^k} \cos nt \right)^2 + \left( \frac{d^k}{dx^k} \sin nt \right)^2 \quad \text{with } x = \cos t.
\]

Remark. Putting \( k = 1 \) in (1), we get Bernstein's inequality (see 3.3.31). Inequality (1) also contains the following inequality of Markoff:
\[
|P^{(k)}(x)| \leq \frac{n^k(n^2 - 1) \cdots (n^2 - (k - 1)^2)}{(2k - 1)!!} \quad (-1 \leq x \leq +1).
\]
3. Particular Inequalities
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3.3.33 Let \( \left| \sum_{k=0}^{n} a_k x^k \right| \leq 1 \) for \( x \in [-1, +1] \). Then

\[
\left| \sum_{k=0}^{n} \log(k+1) a_k x^k \right| \leq C \log n,
\]

where \( C \) is a constant.
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3.3.34 Consider \( \sum_{r=0}^{n} a_r x^r = a_n \prod_{r=1}^{n} (x - x_r) \) with \( a_k \neq 0 \). Then

\[
\sum_{r=0}^{n} |a_r| |x|^r \leq |a_n| \prod_{r=1}^{n} (|x| + |x_r|).
\]
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Ostrowski 3, p. 32.

3.3.35 Let \( P \) be a real polynomial of degree \( n \geq 2 \) having only real zeros, and let \( P \) be positive on \((-1, +1)\). Then

\[
\int_{-1}^{+1} P(x) \, dx \geq \frac{2}{n+1} \max_{-1 \leq x \leq +1} P(x).
\]

If, in addition, \( P(-1) = P(+1) = 0 \), then

\[
\int_{-1}^{+1} P(x) \, dx \geq \frac{2}{n+1} \left(1 + \frac{1}{n-1}\right)^{n-1} \max_{-1 \leq x \leq +1} P(x).
\]

These inequalities are still valid when the condition of having only real zeros is replaced by the condition of having no zeros in the open disk \(|z| < 1\).
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3.3.36 Let \( P \) be a real polynomial whose derivative \( P' \) has only real zeros. Let \( P(x) > 0 \) for \( x \in (-1, +1) \) and let \( P' \) have only one zero in \((-1, +1)\).
1° If $-1$ and $+1$ are two simple zeros of $P$, then
\[
\int_{-1}^{+1} P(x) \, dx \geq \frac{4}{3} \frac{P'(1) \, P'(-1)}{P'(1) - P'(-1)}.
\]

2° If $-1$ and $+1$ are two zeros of $P$, then
\[
\int_{-1}^{+1} P(x) \, dx \leq \frac{4}{3} P(x_0),
\]
where $x_0$ is the zero of $P'$ which belongs to $(-1, +1)$.

In both cases equality holds if and only if
\[
P(x) = c(1 - x^2).
\]

This result is due to P. Erdős and T. Grünwald.

It was later generalized by H. Kuhn.
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3.3.37 Let $r$ denote the number of real zeros (multiplicity of zeros is taken into account) of a polynomial
\[
P(z) = a_0 z^n + a_1 z^{n-1} + \cdots + a_n \quad (a_0 a_n \neq 0)
\]
and let
\[
N = \frac{1}{\sqrt{|a_0 a_n|}} (|a_0| + |a_1| + \cdots + |a_n|),
\]
\[
M = \frac{1}{\sqrt{|a_0 a_n|}} \max_{|z|=1} |P(z)|.
\]

Then, for every integer $n \geq 1$,
\[
r^2 - 2r < 4n \log N,
\]
\[
r(r+1) < 4(n+1) \log N,
\]
\[
r(r+1) + (p-q)^2 < 4(n+1) \log M,
\]
where $p$ and $q$ denote the numbers of positive and negative zeros, respectively, of $P(z)$.

The constant 4 in all above inequalities is the best possible.
3.3.38 The Fibonacci polynomial \( F_n \), defined by
\[
F_n(x) = xF_{n-1}(x) + F_{n-2}(x), \quad F_1(x) = 1, \quad F_2(x) = x,
\]
satisfies
\[
F_n(x)^2 \leq (x^2 + 1)^2 (x^2 + 2)^n - 3
\]
for \( n = 3, 4, \ldots \).
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3.3.39 Let \( P(x) = a_0x^n + a_1x^{n-1} + \cdots + a_n \) be an arbitrary polynomial with complex coefficients. Define
\[
H(P) = \max(|a_0|, |a_1|, \ldots, |a_n|),
\]
\[
L(P) = |a_0| + |a_1| + \cdots + |a_n|,
\]
and
\[
M(P) = 0 \quad \text{if} \quad P(x) \equiv 0,
\]
\[
M(P) = \exp \left( \frac{1}{i} \int_0^1 \log|P(e^{2\pi it})| \, dt \right) \quad \text{otherwise}.
\]

Then, for any two polynomials \( P \) and \( Q \),
\[
L(PQ) \leq L(P) L(Q),
\]
\[
L(P \equiv Q) \leq L(P) + L(Q).
\]

The height \( H \), the length \( L \) and the measure \( M \) of \( P \) are connected by the inequalities
\[
\left( \frac{n}{[n/2]} \right)^{-1} H(P) \leq M(P) \leq H(P) \sqrt{n + 1},
\]
\[
2^{-n} L(P) \leq M(P) \leq L(P).
\]

If both \( P \) and \( Q \) are at most of degree \( n \), then
\[
M(P \equiv Q) \leq L(P \equiv Q) \leq L(P) + L(Q) \leq 2^n \left( M(P) + M(Q) \right).
\]
R. L. Duncan proved that \(2^n\) in the inequality of K. Mahler
\[
M(P + Q) \leq 2^n (M(P) + M(Q))
\]
can be replaced by \(\binom{2^n}{n}^{1/2}\).

Let \(L^*(P) = (|a_0|^2 + |a_1|^2 + \cdots + |a_n|^2)^{1/2}\). Then
\[
\binom{2^n}{n}^{-1/2} L^*(P) \leq M(P) \leq L(P),
\]
\[
L^*(PQ) \geq \left(\binom{2m}{m} \binom{2n}{n}\right)^{-1/2} L^*(P) L^*(Q),
\]
where \(P\) and \(Q\) are polynomials of degree \(n\) and \(m\) respectively.

Remark. These inequalities have applications in the theory of transcendental numbers.
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3.3.40 Let \(x_1, \ldots, x_n\) \((x_1 \leq \cdots \leq x_n)\) be the zeros of a real polynomial \(P(x)\) of degree \(n\) and let \(y_1, \ldots, y_{n-1}\) \((y_1 \leq \cdots \leq y_{n-1})\) be the zeros of the derivative \(P'(x)\). Put
\[
(n - 1) x'_k = (x_1 + \cdots + x_n) - x_k,
\]
and
\[
(n - 2) y'_k = (y_1 + \cdots + y_{n-1}) - y_k.
\]
Furthermore, let \(x \mapsto f(x)\) be a nonconcave function.

Then, the following inequalities hold:
\[
\frac{1}{j} \sum_{k=1}^{j} x_k \geq \frac{1}{j-1} \sum_{k=1}^{j-1} y_k,
\]
\[
\frac{1}{j} \sum_{k=n-j+1}^{n} x_k \leq \frac{1}{j-1} \sum_{k=n-j+1}^{n-1} y_k,
\]
\[
\frac{1}{n} \sum_{k=1}^{n} f(x_k) \geq \frac{1}{n-1} \sum_{k=1}^{n-1} f(y_k),
\]
\[
\frac{1}{n} \sum_{k=1}^{n} f(x'_k) \leq \frac{1}{n-1} \sum_{k=1}^{n-1} f(y'_k).
\]

If \(x_1, \ldots, x_n\) are real nonnegative numbers and
\[
A = \frac{x_1 + \cdots + x_n}{n}, \quad G = \sqrt[n]{x_1 \cdots x_n},
\]
then
\[ G \leq \sqrt[n]{x_1' \cdots x_n'} \leq A, \]
\[ G^2 \leq \left( \frac{n}{2} \right)^{-1} \sum_{k=1}^{n} x_k^' x_k' \leq A^2, \]
where \( i = 1, \ldots, n - 1 \) and \( k = i + 1, \ldots, n \).
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See also:


3.3.41 Let \( c_i \) denote the real zeros of the following real polynomial:
\[ P(x) = a_n x^n + a_1 x^{n-1} + \cdots + a_0 \quad (a_n > 0). \]
Let \( x_k \) denote the real parts of its imaginary zeros, \( a = \max(c_i, x_k) \), \( b = \min(c_i, x_k) \), and let \( P^{(m)}(x) \) be the \( m \)-th derivative of \( P(x) \). Then, unless identically zero, the derivatives of \( P(x) \) satisfy the inequalities
\[ P^{(m)}(x) < 0 \quad \text{for} \quad x > a; \]
\[ (-1)^r P^{(2m-r)}(x) > 0 \quad \text{and} \quad (-1)^r P^{(2m+1)}(x) < 0 \quad \text{for} \quad x < b, \]
where \( r \) is the number of real zeros of \( P(x) \).
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3.3.42 Let \( P \) be a real polynomial of total degree \( n \) in \( k \) real variables. Then
\[ \max_{|x_i| \leq 1} |P(x_1, \ldots, x_k)| \geq \frac{1}{2^{n-1}} \max_{r=1, \ldots, k} |P^*(x_1, \ldots, x_k)|, \]
where \( P^* \) denotes the sum of the terms in \( P \) whose degree is \( n \).
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Visser, C.: A generalization of Tchebychef’s inequality to polynomials in more than one variable. Indagationes Math. 8, 310–311 (1946).

3.3.43 If \( P \) and \( Q \) are two polynomials in \( z \) of degrees \( m \) and \( n \) respectively, and if \( E \) denotes a bounded continuum, then
\[ \max_{E} |P(z) Q(z)| \geq C(m, n) \max_{E} |P(z)| \max_{E} |Q(z)|, \]
where the constant \( C(m, n) \) depends only on \( m \) and \( n \).
This result, due to G. Aumann [1], was improved by H. Kneser [2] who showed that \[ \prod_{k=1}^{m} \tan^{2} \frac{2k-1}{4(m+n)} \pi \] is the exact value of \( C(m, n) \), and determined when it is attained.

The above result has the following geometric interpretation: Let \( A_1, \ldots, A_m \) and \( B_1, \ldots, B_n \) be fixed points in the \( z \)-plane, and \( M \) a point of \( E \). Then

\[
\max_{E} \left( \prod_{i=1}^{m} MA_i \prod_{i=1}^{n} MB_i \right) \geq C(m, n) \max_{E} \prod_{i=1}^{m} MA_i \max_{E} \prod_{i=1}^{n} MB_i.
\]

M. Biernacki [3] later proved a number of analogous inequalities replacing the products by the sums or other symmetric functions, or replacing fixed points in the plane by other geometric elements and also considering the problem in space.
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3.4.44 Let \( a, b \) and \( c \) be three points in the complex plane, and let \( A(a, b, c) \) denote the area of the triangle determined by those points.

Let \( P \) be an arbitrary polynomial of degree \( n \) with zeros \( z_1, \ldots, z_n \) and let \( \zeta_1, \ldots, \zeta_{n-1} \) be the zeros of the derivative \( P' \). Then the following inequality holds

\[
\frac{1}{(n-1)^2} \sum_{i} A(\zeta_p, \zeta_i, \zeta_s) \leq \frac{1}{n^3} \sum_{i} A(z_i, z_j, z_k),
\]

where \( 1 \leq i < j < k \leq n \) and \( 1 \leq p < r < s \leq n - 1 \) are the ranges of summation.
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3.4 Inequalities Involving Trigonometric Functions

3.4.1 If \( 0 \leq a < b \leq \pi/2 \), then

\[
\frac{a}{b} \leq \frac{\sin a}{\sin b} \leq \frac{\pi}{2} \frac{a}{b}.
\]
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3. Particular Inequalities

3.4.2 If \( n \geq 3 \) and \( \frac{\pi}{n} \leq x \leq \pi - \frac{\pi}{n} \), then

\[
\sin \frac{x}{3} + \frac{\sin nx}{2n} > 0.
\]

3.4.3 If \( x \geq 1 \), then

\[
(1) \quad \sin \frac{1}{x - 1} - 2 \sin \frac{1}{x} + \sin \frac{1}{x + 1} > 0.
\]

Proof. If \( y = \sin \frac{1}{x} \), then

\[
y'' = \frac{1}{x^4} \left( 2x - \tan \frac{1}{x} \right) \cos \frac{1}{x} > 0 \quad (x \geq 1).
\]

So, \( y \) is a convex function of \( x \) on \([1, +\infty)\) and (1) follows from Jensen's inequality.

3.4.4 If \( 0 < x_k < \pi \) for \( k = 1, 2, \ldots \), and if \( n > 1 \) is an integer, then

\[
\left| \sin \sum_{k=1}^{n} x_k \right| < \sum_{k=1}^{n} \sin x_k.
\]

3.4.5 If \( x \) is real with \( 0 < |x| < \pi \), and \( |r - s| < 1/2 \), where \( r \) and \( s \) are real, then

\[
\left| \frac{\sin rx}{2 \sin(x/2)} - \frac{\sin sx}{x} \right| < 1.
\]
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Makai, E.: On the summability of the Fourier series of \( L^2 \) integrable functions

3.4.6 The largest \( a \) and smallest \( b \) for which

\[
\cos bx \leq \frac{\sin x}{x} \leq \cos ax
\]
on \((0, \pi/2)\) are

\[
(1) \quad a = \frac{2}{\pi} \arccos \frac{2}{\pi}, \quad b = \frac{1}{\sqrt{3}}.
\]

The following inequalities also hold:

\[
1 \geq \cos \frac{x}{2} \geq \cos ax \geq \frac{\sin x}{x} \geq \cos \frac{\sqrt{x}}{\sqrt{3}} \geq 3 \sqrt{\cos x} \geq \frac{\cos x}{1 - x^2/3} \geq \cos x.
\]
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3.4.7 If \( 0 < \beta - \alpha < \pi \), then

\[
\max_{\alpha \leq x \leq \beta} |1 + a \cos x + b \sin x| \geq \tan^2 \frac{\alpha - \beta}{4}.
\]
3.4.8 Let $2 < a \leq 3$. Then
\[ \cos \frac{\pi}{a} \leq \cos^2 \frac{\pi}{a + 1}. \]

For $a \geq 3$, the inequality is reversed.
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3.4.9 If $0 < r < 1/2$, then
\[ \cos \pi r > 1 - 2r. \]
If $1/2 < r < 1$, then
\[ \cos \pi r < 1 - 2r. \]
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3.4.10 If $a_1, \ldots, a_n$ are real numbers, then
\[ \sum_{i < j}^{n} \cos (a_i - a_j) \geq -\frac{n}{2}. \]

3.4.11 If $0 < a < \pi/2$ and if $t$ is an arbitrary real number, then
\[ 2(\cos a - \sin a)^2 \leq [\cos (a + t) + \sin (a + t)]^2 + [\cos (a - t) + \sin (a - t)]^2 \leq 2(\cos a + \sin a)^2. \]

3.4.12 If $0 \leq a, b \leq \pi$, then
\[ |\cos a - \cos b| \geq |a - b| \sqrt{\sin a \sin b}. \]
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3.4.13 If $k$ is a natural number and if $a$ and $b$ are real numbers such that $\cos a \neq \cos b$, then
\[ |\frac{\cos ka - \cos kb}{\cos a - \cos b}| \leq k^2, \]
\[ |\frac{\cos kb \cos a - \cos ka \cos b}{\cos b - \cos a}| \leq k^2 - 1. \]

Equality holds only in the limit as $a$ and $b$ approach zero.

Reference
3.4.14 Let $0 \leq r < 1$. For all real $a$ and $b$ the following inequality holds:

\[
\frac{(1 - r^2) \cos a + 2r \sin a \sin b}{1 - 2r \cos b + r^2} \geq \frac{(1 + r^2) \cos a - 2r}{1 - r^2}.
\]

**Proof.** Inequality (1) is equivalent to

\[
[2r - (1 + r^2) \cos a] \cos b - [(1 - r^2) \sin a] \sin b \leq 1 - 2r \cos a + r^2.
\]

For fixed $r$ and $a$, the maximum value of the left-hand side of (2) is the positive square root of the expression

\[
[2r - (1 + r^2) \cos a]^2 + [(1 - r^2) \sin a]^2 = (1 - 2r \cos a + r^2)^2.
\]

Thus (2) and (1) are verified.

For given $r$ and $a$ there exists $b$ for which equality occurs in (2) and (1).

**Reference**


3.4.15 If $0 < \phi \leq 1/2$ and $0 \leq x \leq \pi/2$, then

\[
\frac{(\phi + 1) \sin x}{1 + \phi \cos x} \leq x \leq \frac{\pi}{2} \frac{\sin x}{1 + \phi \cos x}.
\]


3.4.16 If $0 \leq a \leq 1$ and $0 < x \leq \pi/3$, then

\[
\sin^2 x \leq 1 - 2a \cos x + a^2 \leq 1,
\]

\[
\frac{3}{4} \leq \frac{1 - 2a \cos x + a^2}{2(1 - \cos x)} \leq \frac{1}{\sin^2 x}.
\]

3.4.17 If $0 < a < \pi/2$, then

\[
\sum_{k=1}^{n} \left( \frac{1}{\cos \frac{a}{k}} + \frac{1}{\sin \frac{a}{k}} \right) > \sum_{k=1}^{n} \frac{1}{\sin \frac{a}{k} \cos \frac{a}{k}}.
\]

3.4.18 If $a \leq 3$, and $0 < x < \pi/2$, then

\[
(1) \quad \cos x < \left( \frac{\sin x}{x} \right)^a.
\]
If \( a > 3 \), then there exists \( x_1 \in (0, \pi/2) \), depending on \( a \), such that

\[
\cos x > \left( \frac{\sin x}{x} \right)^a \quad (0 < x < x_1),
\]

\[
\cos x_1 = \left( \frac{\sin x_1}{x_1} \right)^a,
\]

\[
\cos x < \left( \frac{\sin x}{x} \right)^a \quad (x_1 < x < \pi/2).
\]

**Proof.** It is sufficient to prove (1) for \( a = 3 \). Denoting

\[
f(x) = x - \sin x \left( \cos x \right)^{-\frac{1}{a}},
\]

we obtain

\[
f'(x) = 1 - (\cos x)^{\frac{a-1}{a}} - \frac{1}{a} \sin^2 x \left( \cos x \right)^{-\frac{a+1}{a}},
\]

\[
f''(x) = \left( \frac{a-1}{a} \right)^2 \sin x \left( \cos x \right)^{-\frac{2a+1}{a}} \left[ \cos^2 x - \frac{a + 1}{(a - 1)^2} \right].
\]

If \( a = 3 \) and \( 0 < x < \pi/2 \), we have \( f''(x) < 0 \), \( f'(x) < f'(0) = 0 \), and \( f(x) < f(0) = 0 \) which proves (1).

If \( a > 3 \), then \((a + 1)/(a - 1)^2 < 1\) and (5) implies that there exists \( \zeta \in (0, \pi/2) \) such that

\[
f''(x) > 0 \quad (0 < x < \zeta),
\]

\[
f''(\zeta) = 0,
\]

\[
f''(x) < 0 \quad (\zeta < x < \pi/2).
\]

These relations imply that the function \( x \mapsto f'(x) \) is increasing from \( f'(0) = 0 \) to \( f'(\zeta) > 0 \) and then decreasing to \( f'(\pi/2 - 0) = -\infty \). Hence, there is \( \eta \in (0, \pi/2) \) such that

\[
f'(x) > 0 \quad (0 < x < \eta),
\]

\[
f' (\eta) = 0,
\]

\[
f'(x) < 0 \quad (\eta < x < \pi/2).
\]

From these relations we conclude that (2) holds.

**Remark.** If \( a \leq b \leq 3 \) and \( 0 < x < \pi/2 \), then

\[
\cos x < \left( \frac{\sin x}{x} \right)^b.
\]

This is a consequence of the above result and the obvious inequality

\[
(\sin x)^a \geq (\sin x)^b \quad (a \leq b \text{ and } 0 < x < \pi/2).
\]
Generalization. Let $f(x) = x - (\sin x)^p (\cos x)^q$. There exists a strictly decreasing function $\lambda(p)$ defined over $(-\infty, 1)$ and such that $\lambda(-\infty) = 0$, $\lambda(1 - 0) = -1/3$ and:

1° If $p \geq 1$ and $q \geq 0$, then $f(x) > 0$ for all $x \in (0, \pi/2)$;

2° If $p < 1$ and $q < \lambda(p)$, or $p = 1$ and $q \leq -1/3$, then $f(x) < 0$ for all $x \in (0, \pi/2)$;

3° If $p < 1$, $q \geq 0$, then there exists $x_1 \in (0, \pi/2)$ such that $f(x) < 0$ for $0 < x < x_1$, $f(x_1) = 0$, $f(x) > 0$ for $x_1 < x < \pi/2$;

4° If $p < 1$, $\lambda(p) < q < 0$, then there exist $x_1, x_2 \in (0, \pi/2)$ such that $f(x) < 0$ for $0 < x < x_1$, $f(x_1) = 0$, $f(x) > 0$ for $x_1 < x < x_2$, $f(x_2) = 0$, $f(x) < 0$ for $x_2 < x < \pi/2$;

5° If $p < 1$, $q = \lambda(p)$, then $f(x) \leq 0$ for all $x \in (0, \pi/2)$ and $f(x) = 0$ only for one value of $x = x_1 \in (0, \pi/2)$;

6° If $p > 1$, $q < 0$, or $p = 1$, $-1/3 < q < 0$, then there exists $x_1 \in (0, \pi/2)$ such that $f(x) > 0$ for $0 < x < x_1$, $f(x_1) = 0$, $f(x) < 0$ for $x_1 < x < \pi/2$.

The proof of the above result can be found in [1]. The analysis of the inequality

$$(\cos x)^q < \frac{(\sin x)^p}{x^b}$$

$$(0 < x < \pi/2)$$

is given in [2].

See also [3], where the above results are checked on a ZUSE-Z 23 digital computer.
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3. Jovanović, S. M.: An investigation on the function $f(x) = x - (\sin x)^p (\cos x)^q$ in the interval $x \in (0, \pi/2)$ for different values of the parameters $p$ ($> 1$) and $q$ ($< 0$). Univ. Beograd. Publ. Elektrotehn. Fak. Ser. Mat. Fiz. No. 143—155, 35—38 (1965).

3.4.19 If $x \geq \sqrt{3}$, then

$$(1) \quad (x + 1) \cos \frac{\pi}{x + 1} - x \cos \frac{\pi}{x} > 1.$$
Proof. Using Taylor's expansion of \( \cos t \) near the origin, we get

\[
    f(x) = (x + 1) \cos \frac{\pi}{x + 1} - x \cos \frac{\pi}{x}
\]

\[
    = \sum_{k=0}^{+\infty} (-1)^k \frac{\pi^{2k}}{(2k)!} \frac{1}{(x + 1)^{2k-1} - \sum_{k=0}^{+\infty} (-1)^k \frac{\pi^{2k}}{(2k)!} \frac{1}{x^{2k-1}}}
\]

\[
    = 1 + \sum_{k=1}^{+\infty} (-1)^{k-1} \frac{\pi^{2k}}{(2k)!} \left[ \frac{1}{x^{2k-1}} - \frac{1}{(x + 1)^{2k-1}} \right].
\]

In order to prove (1), it is sufficient to show that

\[
    \sum_{k=1}^{+\infty} (-1)^{k-1} \frac{\pi^{2k}}{(2k)!} \left[ \frac{1}{x^{2k-1}} - \frac{1}{(x + 1)^{2k-1}} \right] > 0 \quad (x \geq \sqrt{3}).
\]

The series (2) is alternating for \( x \geq 0 \). We can prove that

\[
    \frac{1}{x^{2k-1}} - \frac{1}{(x + 1)^{2k-1}} > \frac{1}{x^{2k+1}} - \frac{1}{(x + 1)^{2k+1}}
\]

holds for \( x \geq \sqrt{3} \) and \( k = 1, 2, \ldots \). It is evident that (3) implies (2). In order to prove (3), it is sufficient to show that

\[
    f_k(x) = \frac{1}{x^{2k-1}} - \frac{1}{x^{2k+1}}
\]

decreases for \( x \geq \sqrt{3} \) \( (k = 1, 2, \ldots) \).

Since

\[
    f'_k(x) = \frac{(2k - 1)}{x^{2k+2}} \left( x^2 - \frac{2k + 1}{2k - 1} \right),
\]

we conclude that \( f_k \) decreases for

\[
    x > \sqrt{\frac{2k + 1}{2k - 1}} \quad (k = 1, 2, \ldots).
\]

Since

\[
    \sqrt{\frac{2k + 1}{2k - 1}} \leq \sqrt{3} \quad (k = 1, 2, \ldots),
\]

we infer that \( f_k \) for all \( k = 1, 2, \ldots \) are decreasing on \([\sqrt{3}, +\infty)\).

Therefore, inequality (1) is true.

3.4.20 For every \( t > 0 \),

\[
    0 < t - \frac{3 \sin t}{2 + \cos t} < \frac{t^5}{180},
\]

\[
    0 < t - \frac{3 \sin t}{2 + \cos t} \left( 1 + \frac{(1 - \cos t)^2}{9 (3 + 2 \cos t)} \right) < \frac{t^7}{2100}.
\]

Reference

3.4.21 The following inequalities are valid:
\[
\frac{(3 - x^2/10) \sin x}{2 - x^2/10 + \cos x} \leq x \leq \frac{(3 - x^2/10) \sin x}{2 - x^2/10 + \cos x} \quad (0 < x < \pi),
\]
\[
\frac{(3 - x^2/20) \sin x}{1 - x^2/20 + 2 \cos x} \leq \log \frac{1 + \sin x}{\cos x} \leq \frac{(3 - x^2/10) \sin x}{1 - x^2/10 + 2 \cos x} \quad (0 < x < 5\pi/12).
\]

Reference
Frame, J. S.: Some trigonometric, hyperbolic and elliptic approximations.

3.4.22 For all real values of \( x \) and \( a \),
\[
(1) \quad \frac{1}{3} \left( 4 - \sqrt{7} \right) \leq \frac{x^2 + x \sin a + 1}{x^2 + x \cos a + 1} \leq \frac{1}{3} \left( 4 + \sqrt{7} \right).
\]

Proof. We can assume that \( \sin a \neq \cos a \). Let
\[
y = \frac{x^2 + x \sin a + 1}{x^2 + x \cos a + 1},
\]
i.e.,
\[
(y - 1) x^2 + (y \cos a - \sin a) x + (y - 1) = 0.
\]

The variable \( y \) can take all values which satisfy
\[
(y \cos a - \sin a)^2 - 4(y - 1)^2 \geq 0.
\]

This inequality is satisfied if and only if \( y_1 \leq y \leq y_2 \), where \( y_1 \) and \( y_2 \) are roots of
\[
(y \cos a - \sin a)^2 - 4(y - 1)^2 = 0.
\]

These roots are found to be
\[
\frac{2 - \sin a}{2 - \cos a}, \quad \frac{2 + \sin a}{2 + \cos a}.
\]

In order to prove (1), it is sufficient to show that
\[
(2) \quad \frac{1}{3} \left( 4 - \sqrt{7} \right) \leq \frac{2 - \sin a}{2 - \cos a} \leq \frac{1}{3} \left( 4 + \sqrt{7} \right),
\]
and
\[
(3) \quad \frac{1}{3} \left( 4 - \sqrt{7} \right) \leq \frac{2 + \sin a}{2 + \cos a} \leq \frac{1}{3} \left( 4 + \sqrt{7} \right),
\]
for all real \( a \).

It is sufficient to prove only (2), since (3) follows after replacing \( a \) by \( a + \pi \) in (2).

Putting \( f(a) = (2 - \sin a)/(2 - \cos a) \), we get
\[
f'(a) = \frac{1 - 2 (\cos a + \sin a)}{(2 - \cos a)^2}.
\]
The roots of \( f'(a) = 0 \) are

\[
a_1 = \alpha - \frac{\pi}{4}, \quad a_2 = -\alpha + \frac{3\pi}{4} \quad \left( \alpha = \arcsin \frac{1}{2\sqrt{2}} \right).
\]

Since

\[
\sin a_1 = \frac{1 - \sqrt{7}}{4}, \quad \cos a_1 = \frac{1 + \sqrt{7}}{4},
\]

\[
\sin a_2 = \frac{1 + \sqrt{7}}{4}, \quad \cos a_2 = \frac{1 - \sqrt{7}}{4},
\]

we find that

\[
f(a_1) = \frac{1}{3} (4 + \sqrt{7}), \quad f(a_2) = \frac{1}{3} (4 - \sqrt{7}).
\]

Hence \( f(a_1) = f_{\text{max}}, f(a_2) = f_{\text{min}} \), which proves (2).

3.4.23 If \( 0 < \theta < t < \pi/2 \), then

\[\theta \csc \theta < t \csc t \quad \text{and} \quad \theta \cot \theta > t \cot t.\]

From these inequalities, under the same assumptions, we get

\[
1 - \frac{\sin^2 \theta}{\sin^2 t} < 1 - \frac{\theta^2}{t^2} < \sec^2 \theta \left( 1 - \frac{\sin^2 \theta}{\sin^2 t} \right).
\]

If \( n \) is an odd integer and \( r \) takes the values \( 1, \ldots, \frac{1}{2} (n - 1) \), then, for \( 0 < x < \pi \),

\[
\begin{align*}
\prod \left( 1 - \frac{\sin^2 \frac{x}{n}}{\sin^2 \frac{r\pi}{n}} \right) &< \prod \left( 1 - \frac{x^2}{r^2\pi^2} \right) < \sec^{n-1} \frac{x}{n} \prod \left( 1 - \frac{\sin^2 \frac{x}{n}}{\sin^2 \frac{r\pi}{n}} \right).
\end{align*}
\]

If \( 0 < \theta < \pi/2 \) and \( 0 < t < \pi/2 \), then

\[
\left| 1 - \frac{\sin^2 \theta}{\sin^2 t} \right| < \left| 1 - \frac{\theta^2}{t^2} \right| < \sec^2 \theta \left| 1 - \frac{\sin^2 \theta}{\sin^2 t} \right|.
\]
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3.4.24 For any real \( x \) and for any positive integer \( n \), we have

\[
\frac{d^n}{dx^n} \left( \frac{\sin x}{x} \right) \leq \frac{1}{n + 1},
\]

(1)

\[
\frac{d^n}{dx^n} \left( \frac{1 - \cos x}{x} \right) \leq \frac{1}{n + 1}.
\]

(2)

Equality in (1) holds only for \( n \) even and \( x = 0 \); equality in (2) holds only for \( n \) odd and \( x = 0 \).
Remark. These inequalities were proposed by T. H. Gronwall and proved by O. Dunkel and H. S. Uhler [see Problem 339 in Amer. Math. Monthly 27, 81–85 (1920)].

The problem of proving inequalities (1) and (2) was proposed for the first time in 1913, and then again in 1919 [see the above journal, 26, 213 (1919)].

Before this, T. H. Gronwall proposed to establish the identities:

\[
(1') \quad \frac{d^n}{dx^n} \left( \frac{\sin x}{x} \right) = \frac{1}{x^{n+1}} \int_0^x y^n \sin \left( y + \frac{n+1}{2} \pi \right) dy,
\]

and

\[
(2') \quad \frac{d^n}{dx^n} \left( \frac{1-\cos x}{x} \right) = \frac{1}{x^{n+1}} \int_0^x y^n \sin \left( y + \frac{n}{2} \pi \right) dy.
\]

These identities were proved in 1913 [see Problem 331, Amer. Math. Monthly 20, 138 (1913)].

It is interesting to note that inequalities (1) and (2) are direct consequences of (1') and (2') although no connection was made between Problems 331 and 339 in the aforementioned journal.

3.4.25 If

\[
S_{2n-1}(x) = x - \frac{x^3}{3!} + \cdots + (-1)^{n-1} \frac{x^{2n-1}}{(2n-1)!},
\]

then

\[
(1) \quad \frac{S_{4n-1}(x_2)}{S_{4n-1}(x_1)} < \frac{\sin x_2}{\sin x_1} < \frac{S_{4n+1}(x_2)}{S_{4n+1}(x_1)} \quad (0 < x_1 < x_2 < \sqrt{6}).
\]

Proof. We have

\[
f_n(x) = \frac{S_{2n-1}(x)}{\sin x},
\]

\[
\sin^2 x f'_n(x) = S'_{2n-1}(x) \sin x - S_{2n-1}(x) \cos x.
\]

Since \( S'_{2n-1}(x) = -S_{2n-3}(x) \), we obtain

\[
(\sin^2 x f'_n(x))' = [S_{2n-1}(x) - S_{2n-3}(x)] \sin x = (\frac{-1}{2n-1}) \frac{x^{2n-1}}{2n-1} \sin x.
\]

If \( n \) is even, we get

\[
(\sin^2 x f'_n(x))' < 0 \quad \text{for} \quad 0 < x < \pi,
\]

\[
\sin^2 x f'_n(x) < 0 \quad \text{for} \quad 0 < x < \pi,
\]

\[
f'_n(x) < 0 \quad \text{for} \quad 0 < x < \pi.
\]

Hence

\[
(2) \quad \frac{S_{4n-1}(x_1)}{\sin x_1} > \frac{S_{4n-1}(x_2)}{\sin x_2} \quad (0 < x_1 < x_2 < \pi).
\]
If \( 0 < x_1 < \sqrt{6} \), then
\[
\frac{x_1^{4k-3}}{(4k - 3)!} > \frac{x_1^{4k-1}}{(4k - 1)!} \quad (k = 1, \ldots, n)
\]
so that
\[
S_{4n-1}(x_1) = \sum_{k=1}^{n} \left[ \frac{x_1^{4k-3}}{(4k - 3)!} - \frac{x_1^{4k-1}}{(4k - 1)!} \right] > 0.
\]

Assuming also that \( 0 < x_1 < x_2 < \sqrt{6} \), we conclude that (2) can be transformed into
\[
\frac{S_{4n-1}(x_2)}{S_{4n-1}(x_1)} < \frac{\sin x_2}{\sin x_1} \quad (0 < x_1 < x_2 < \sqrt{6}).
\]

The right-hand inequality in (1) can be proved in the same way.

3.4.26 If \( n \) is a positive integer, then for \( |x| \leq \pi/2 \),
\[
(1) \quad \csc^2 x - \frac{1}{2n + 1} < \sum_{k=-n}^{n} \frac{1}{(x - \frac{k\pi}{2})^2} < \csc^2 x,
\]
and, for \( 0 < x \leq \frac{\pi}{2} \),
\[
(2) \quad \csc x - \frac{x}{4n + 1} < \sum_{k=-2n}^{2n} \frac{(-1)^k}{x - \frac{k\pi}{2}} < \csc x + \frac{x}{4n + 2}.
\]

Remark. Inequalities (1) and (2) were used by E. H. Neville for evaluation of
\[
\int_0^{+\infty} \frac{\sin x}{x} \, dx.
\]
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3.4.27 If inequalities
\[
(1) \quad t + at^3 \leq \tan t \leq t + bt^3
\]
hold for each \( t \in (0, \lambda) \), where \( 0 < \lambda < \pi/2 \), then the best possible constants \( a \) and \( b \) are given by
\[
(2) \quad a = \frac{1}{3}, \quad b = \frac{\tan \lambda - \lambda}{\lambda^3}.
\]

Proof. Denoting \( f(t) = (\tan t - t)/t^3 \), inequalities (1) become
\[
a < f(t) < b \quad (0 < t < \lambda).
\]

We find that
\[
f'(t) = \frac{g'(t)}{t^4}, \quad g(t) = t \tan^2 t - 3 \tan t + 3t, \quad g'(t) = \frac{\sin t}{\cos^2 t} (2t - \sin 2t).
\]
Hence, $g'(t) > 0$ ($0 < t < \lambda$) which implies that $g(t) > g(0) = 0$ ($0 < t < \lambda$). We infer that $f$ is an increasing function on $(0, \lambda)$. Therefore, the best possible values of $a$ and $b$ are

$$a = f(0+) = \frac{1}{3}, \quad b = f(\lambda),$$

which is in agreement with (2).

Remark. If $\lambda = \pi/6$, then $b < 4/9$ and we have

$$t + \frac{1}{3} t^3 < \tan t < t + \frac{4}{9} t^3 \quad (0 < t < \pi/6).$$

This proof is due to D. Ž. Đjoković.

3.4.28 For $0 < \tan x < 1$, the following inequalities hold:

1. $\tan x - \frac{1}{3} \tan^3 x < x < \tan x - \frac{1}{3} \tan^3 x + \frac{1}{5} \tan^5 x < \tan x$;

2. $\sin x = \frac{\tan x}{\sqrt{1 + \tan^2 x}} > \tan x - \frac{1}{2} \tan^3 x$;

3. $1 - \cos x = 1 - \frac{1}{\sqrt{1 + \tan^2 x}} < \frac{1}{2} \tan^2 x$.

Remark. Inequality (1) can be obtained if $x$ is replaced by $\tan x$ in the power series for $\arctan x$. Inequalities (2) and (3) can be obtained if $x$ is replaced by $\tan x$ in the power series for $(1 + x^2)^{-1/2}$. In both cases alternating series are obtained. T. H. Gronwall has given inequalities (1), (2) and (3) without proof.
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3.4.29 If $0 < x < \pi/2$, then

1. $\frac{4}{\pi} \frac{x}{\pi - 2x} < \tan x$.
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3.4.30 If $0 \leq x < 1$, then

$$\frac{6(1-x)^{1/2}}{2 \sqrt{2} + (1+x)^{1/2}} \leq \arccos x \leq \frac{\sqrt{4(1-x)^{1/2}}}{(1+x)^{1/4}}.$$

These inequalities of B. C. Carlson are cited in the paper [1] mentioned in References of 3.7.1.
3.4.31 For $x > 0$, we have

$$
\arcsin x > \frac{6(\sqrt{1 + x} - \sqrt{1 - x})}{4 + \sqrt{1 + x} + \sqrt{1 - x}} \geq \frac{3x}{2 + \sqrt{1 - x^2}}.
$$

These inequalities are due to R. E. Shafer.

### 3.5 Inequalities Involving Trigonometric Polynomials

There are a large number of results on inequalities involving trigonometric polynomials. In this Section we quote some simpler cases, as well as some more general results provided that their formulation is not complicated. Many results on this topic could not be incorporated, as, for example, those contained in the following interesting papers:


#### 3.5.1 If $0 < x < 2\pi$, then

$$
\left(1\right) \quad -\frac{1}{2} \tan \frac{x}{4} \leq \sum_{k=1}^{n} \sin kx \leq \frac{1}{2} \cot \frac{x}{4}.
$$

**Proof.** Since

$$
\sum_{k=1}^{n} \sin kx = \frac{\cos \frac{x}{2} - \cos \left(n + \frac{1}{2}\right) x}{2 \sin \frac{x}{2}},
$$

together with $-1 \leq \cos \left(n + \frac{1}{2}\right) x \leq 1$ and $0 < x < 2\pi$, we obtain (1).

*Comment of D. V. Slavič. The statement in Elem. Math. 10, 69–70 (1955), that (1) holds for any $x = 2m\pi$ ($m = 0, \pm 1, \pm 2, \ldots$) is not true.*

#### 3.5.2 If $k$ and $n$ are positive integers and if $x$ is a real number such that $x \neq 2m\pi$ for $m = 0, \pm 1, \pm 2, \ldots$, then

$$
\left(1\right) \quad \left| \frac{1}{2} + \sum_{k=1}^{n} \cos kx \right| \leq \left| \frac{1}{2} \cosec \frac{x}{2} \right|.
$$
3. Particular Inequalities

Proof. Since
\[ \sum_{k=1}^{n} \cos kx = -\frac{1}{2} + \frac{1}{2} \csc \frac{x}{2} \sin \left( n + \frac{1}{2} \right) x, \]
together with \(-1 \leq \sin (n + 1/2) x \leq 1\) and \(x = 2m\pi\), we obtain (1).

3.5.3 Let \(k\) and \(m\) be nonnegative integers, \(n\) a natural number and let \(D_k\) denote Dirichlet's kernel defined by
\[ D_k(x) = \frac{1}{2} + \cos x + \cdots + \cos kx = \frac{\sin \left( \frac{k + 1}{2} \right) x}{2 \sin \frac{x}{2}}. \]

Then
\[ \sum_{r=0}^{m} D_k \left( \frac{2\pi}{n} r \right) > 0 \quad \text{for} \quad k, m = 0, 1, \ldots \quad \text{and} \quad n = 1, 2, \ldots \]

If \(0 \leq k < n\) and \(1 \leq m < n\), from the above inequality it follows
\[ \sum_{r=1}^{m} D_k \left( \frac{2\pi}{n} r \right) < \frac{n}{2} \quad \text{and} \quad \sum_{r=1}^{m} D_k \left( \frac{2\pi}{n} r \right) < \frac{n - k + m}{2}. \]
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3.5.4 Let \(n\) and \(m + 1\) be natural numbers. If \(0 < x < 2\pi\), then
\[ (1) \quad \left| \sum_{k=m+1}^{m+n} e^{ikx} \right| \leq \frac{1}{\sin \frac{x}{2}}. \]

Proof. Since
\[ \left| \sum_{k=m+1}^{m+n} e^{ikx} \right| = \left| e^{i(m+1)x} \frac{e^{in\pi} - 1}{e^{ix} - 1} \right| \leq \frac{\sin \frac{nx}{2}}{\sin \frac{x}{2}}, \]
inequality (1) is evident.

See also 3.5.37.

3.5.5 For all natural numbers \(n\) and all real \(x\),
\[ \left| \sum_{k=1}^{n} \frac{\sin kx}{k} \right| < \int_{0}^{\pi} \frac{\sin x}{x} \, dx = 1.8519 \ldots < \frac{\pi}{2} + 1. \]
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If $0 < x < \pi$, then

$$0 < \sum_{k=1}^{n} \frac{\sin kx}{k} < \pi - x.$$ 

3.5.7 For all $n = 1, 2, \ldots$ and for real $x$

$$\left| \sum_{k=1}^{n} \frac{(-1)^k}{k} \sin kx \right| \leq \sqrt{2} |x|.$$ 

Proof. First let $x \geq \pi/2$. Then the right-hand side is $> 2$, whereas the left-hand side is (with $x = \pi + y$)

$$\left| \sum_{k=1}^{n} \frac{(-1)^k}{k} \sin kx \right| = \left| \sum_{k=1}^{n} \frac{\sin ky}{k} \right| < \int_{0}^{\pi} \frac{\sin u}{u} \, du < 2.$$ 

If $x \mapsto |g(x)|$ denotes the function on the left, we have, for $0 < x < \pi/2$,

$$|g'(x)| = \left| \sum_{k=1}^{n} (-1)^k \cos kx \right| = \left| \sum_{k=1}^{n} \cos ky \right| \leq \frac{1}{\sin \frac{y}{2}} \leq \sqrt{2};$$

since $-\pi < y < -\pi/2$. This yields $|g(x)| \leq \sqrt{2}|x|$ in $0 < x < \pi/2$, which completes the proof of (1).

Remark. Compare the above result with 3.5.6.
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3.5.8 Let $n$ be a positive integer and let $0 < x < \pi/(n + 1)$. For

$$T(x) = \sin x - \frac{\sin 2x}{2} + \cdots + (-1)^{n+1} \frac{\sin nx}{n} - \frac{x}{2}$$
we have

\[ T(x) > 0 \quad \text{if } n \text{ is odd, and } \quad T(x) < 0 \quad \text{if } n \text{ is even.} \]

B. Sz.-NAGY proved the following general theorem: Let \( a_{n+1}, a_{n+2}, \ldots \)
be a sequence of real numbers with the following properties:

\[ a_{n+1} > 0, \quad a_k \geq 0, \quad a_k - a_{k+1} \geq 0, \quad a_k - 2a_{k+1} + a_{k+2} \geq 0 \]

for \( k \geq n + 1 \) and \( \lim_{k \to +\infty} a_k = 0 \). Then

\[ \left( -1 \right)^n \sum_{k=n+1}^{+\infty} a_k \sin kx > 0 \]

on the interval \( \left( \frac{n\pi}{n + 1}, \pi \right) \).
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3.5.9 Let \( m + 1 \) and \( n \) be natural numbers. If \( 0 < x < 2\pi \), then

\[ \left| \sum_{k=m+1}^{m+n} \frac{\sin kx}{k} \right| \leq \frac{1}{(m + 1) \sin \frac{x}{2}}. \]  

**Proof.** Starting from 3.5.4 we get

\[ \left| \sum_{k=m+1}^{m+n} \sin kx \right| = \left| \text{Im} \sum_{k=m+1}^{m+n} e^{ikx} \right| \leq \frac{1}{\sin \frac{x}{2}}, \]

and using ABEL’s identity

\[ \sum_{k=m+1}^{m+n} u_k v_k = \left( u_{m+1} - u_{m+2} \right) v_{m+1} + \left( u_{m+2} - u_{m+3} \right) \left( v_{m+1} + v_{m+2} \right) \]

\[ + \cdots + u_{m+n} \left( v_{m+1} + \cdots + v_{m+n} \right), \]

we obtain

\[ \left| \sum_{k=m+1}^{m+n} \frac{\sin kx}{k} \right| = \left| \left( \frac{1}{m + 1} - \frac{1}{m + 2} \right) \sin (m + 1) x \right. \]

\[ + \left( \frac{1}{m + 2} - \frac{1}{m + 3} \right) \left[ \sin (m + 1) x + \sin (m + 2) x \right] \]

\[ + \cdots + \frac{1}{m + n} \left[ \sin (m + 1) x + \cdots + \sin (m + n) x \right]. \]
Using (2) we infer that
\[
\left| \sum_{k=m+1}^{m+n} \frac{\sin kx}{k} \right| \leq \left| \left( \frac{1}{m+1} - \frac{1}{m+2} \right) + \left( \frac{1}{m+2} - \frac{1}{m+3} \right) + \cdots + \frac{1}{m+n} \right|
\times \frac{1}{\sin \frac{x}{2}} \frac{1}{(m+1) \sin \frac{x}{2}},
\]
which proves (1).

3.5.10 If \(-\pi < t < \pi\) and \(m = 0, 1, \ldots, n = 1, 2, \ldots\), then
\[
\sum_{k=m+1}^{m+n} (-1)^{k+1} \frac{\sin kt}{k} \leq \frac{2}{(m+1) \cos (t/2)}.
\]

Reference


Remark. Inequality (1) can be obtained from (1) in 3.5.9 replacing \(x\) by \(\pi - t\).

3.5.11 If \(0 < x < \pi\), then
\[
\sum_{k=1}^{n} \frac{\sin kx}{k} > 4 \sin^{2} \frac{x}{2} \left( \cot \frac{x}{2} - \frac{\pi - x}{2} \right) \quad (n > 1).
\]
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3.5.12 If \(0 \leq x \leq \pi\), then
\[
\sum_{k=1}^{n} \frac{\cos kx}{k} \leq - \log \sin \frac{x}{2} + \frac{\pi - x}{2}.
\]

Remark. C. Hyltén-Cavallius has obtained the above inequality, as well as some others, using geometrical methods.
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3.5.13 If \(0 \leq x \leq 2\pi/3\), then
\[
\sum_{k=0}^{n} \left( \frac{n}{2} - k \right) k \sin kx > 0.
\]

Remark. This inequality was first proved by G. Szegő [1] but only for the interval \(0 \leq x \leq \gamma\), where \(\sin^{2} (\gamma/2) = 0.7\) and \(\pi/2 < \gamma < \pi\). M. Schweitzer [2] later proved that \(\gamma\) can be replaced by \(2\pi/3\) and that \(\gamma\) cannot be greater than \(2\pi/3\).
3.5.14 For all real $x$,
$$
\sum_{k=1}^{n} (n - k + 1) |\sin kx| \leq \frac{(n + 1)^2}{\pi}.
$$

Reference


3.5.15 In 1913 W. H. Young [1] proved that the cosine polynomials
$$
T_n^\alpha(t) = \frac{1}{1 + \alpha} + \frac{\cos t}{1 + \alpha} + \ldots + \frac{\cos nt}{n + \alpha}
$$
are nonnegative whenever $-1 < \alpha \leq 0$.

In 1928 W. W. Rogosinski and G. Szegö [2] extended this result to $-1 < \alpha \leq 1$. They also showed that there is a number $A$, $1 \leq A \leq 2(1 + 1/2)$, such that the polynomials $T_n^\alpha(t)$, for $n = 0, 1, \ldots$, are nonnegative for $-1 < \alpha \leq A$, while this is not the case for $\alpha > A$.

In 1969 G. Gasper [3] proved the following result:
Let $A$ be the positive root of the equation
$$
9\alpha^7 + 55\alpha^6 - 14\alpha^5 - 948\alpha^4 - 3247\alpha^3 - 5013\alpha^2 - 3780\alpha - 1134 = 0.
$$
If $-1 < \alpha \leq A$, then $T_n^\alpha(t) \geq 0$ for $n = 0, 1, \ldots$ However, if $\alpha > A$ then $T_3^\alpha(t) < 0$ for some $t$.

A simple computation yields $A = 4.5678018 \ldots$

G. Gasper also showed that: $1^\circ$ $T_k^\alpha(t) \geq 0$ for $k = 0, 1, \ldots, n$ implies $T_n^\beta(t) \geq 0$ if $\alpha > \beta > -1$; and $2^\circ$ $T_n^\alpha(t) > 0$ for $n \geq 4$ and $\alpha = 4.57$.

As an extension of the above results, G. Gasper also proved:
If $a_0 \geq a_1 \geq \ldots \geq a_n \geq 0$, then
$$
\frac{a_0}{1 + A} + \frac{a_1 \cos t}{1 + A} + \ldots + \frac{a_n \cos nt}{n + A} \geq 0,
$$
and if $-1 < \alpha \leq A$, then for all real $t_1, \ldots, t_m$
$$
\frac{1}{1 + \alpha} + \sum_{k=1}^{n} \frac{1}{k + \alpha} \prod_{j=1}^{m} \cos kt_j \geq 0.
$$
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3.5.16 If \( b_0, \ldots, b_n \) is a nonincreasing sequence, then, for all real \( p \) and \( q \) and \( 0 < x < \pi \),

\[
- b_0 \frac{\sin^2 \left( q - \frac{p}{2} \right) x}{\sin \frac{p x}{2}} \leq \sum_{k=0}^{n} b_k \sin (kp + q) x \leq b_0 \frac{\cos^2 \left( q - \frac{p}{2} \right) x}{\sin \frac{p x}{2}}.
\]
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3.5.17 If \( a_0, \ldots, a_n \) is a positive, nonincreasing and convex sequence, then for \( 0 < x < 2\pi \),

\[
0 \leq \frac{1}{2} a_0 + \sum_{k=1}^{n} a_k \cos kx \leq \frac{a_0 - a_1}{2} \csc \frac{x}{2}.
\]

See the reference in 3.5.16.

3.5.18 Let \( b = (b_1, \ldots, b_n) \) be a sequence of positive real numbers. If this sequence is monotonely decreasing and convex, then for \( 0 \leq x \leq \pi \),

\[
b_1 \sin x + \cdots + b_{n-1} \sin (n - 1) x + \frac{b_n}{2} \sin nx \geq 0.
\]

If the sequence of nonnegative real numbers \( a = (a_0, \ldots, a_n) \) is monotonely decreasing, convex, and if \( a_{n-1} \geq 2a_n \), then for all real \( x \),

\[
\frac{1}{2} a_0 + a_1 \cos x + \cdots + a_n \cos nx \geq 0.
\]
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This article contains numerous interesting inequalities concerning trigonometric polynomials together with the literature on that subject.

3.5.19 Let \( \sum_{k=1}^{n} b_k \sin (2k - 1) \theta \geq 0 \) for \( 0 \leq \theta \leq \pi \). Then

\[
\sum_{k=1}^{n} \frac{b_k}{k} \sin k\varphi \geq 0 \quad \text{for} \quad 0 < \varphi < \pi,
\]

unless all \( b_k = 0 \).
3. Particular Inequalities

Proof. We have

\[ \frac{d}{dt} \left( \frac{\sin \alpha t}{\alpha (\sin t)^\alpha} \right) = -\frac{\sin (\alpha - 1) t}{(\sin t)^{\alpha + 1}}. \]

Letting \( \alpha = 2k \) and \( t = \varphi/2 \), we obtain

\[ \sin \frac{k\varphi}{k} = 2 \int_{\varphi/2}^{\pi/2} \left( \frac{\sin \varphi/2}{\sin \theta} \right)^{2k-1} \frac{\sin (2k-1) \theta}{\sin \theta} \, d\theta. \]

Thus

\[ \sum_{k=1}^{n} \frac{b_k \sin k\varphi}{k} = 2 \int \sum_{k=1}^{n} b_k \left( \frac{\sin \varphi/2}{\sin \theta} \right)^{2k-1} \sin (2k-1) \theta \, d\theta. \]

But \( \sum_{k=1}^{n} b_k \sin (2k-1) \theta > 0 \) for \( 0 < r < 1 \) if \( \sum_{k=1}^{n} b_k \sin (2k-1) \theta \)

\[ \geq 0 \]

and not all \( b_k \) are zero.

This completes the proof.

The above result is due to P. Turán [1] and the cited proof to R. Askey, J. Fitch and G. Gasper [2].

See 3.5.20.
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3.5.20 If not all real numbers \( a_0, \ldots, a_n \) are equal to zero and if

\[ \sum_{k=0}^{n} a_k = 0, \quad \sum_{k=0}^{n} a_k \cos kx \geq 0 \quad (-\pi \leq x \leq \pi), \]

then

\[ \sum_{k=1}^{n} \frac{a_0 + \cdots + a_{k-1}}{k} \sin kx > 0 \quad (0 < x < \pi). \]
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3.5.21 If \( 0 < a \leq \pi \), then

\[ \max_{-a \leq t \leq a} \left| \cos nt + \sum_{k=0}^{n-1} a_k \cos kt \right| \geq \left( \sin \frac{a}{2} \right)^{2n}. \]

3.5.22 Denoting by $E$ the class of trigonometric polynomials of the form

$$C(x) = c_0 + c_1 \cos x + \cdots + c_n \cos nx,$$

where $c_0 \geq c_1 \geq \cdots \geq c_n > 0$, then

$$\left(1 - \frac{2}{\pi}\right) \cdot \frac{1}{n + 1} \leq \min_{C \in E} \frac{\max_{\pi/2 \leq x \leq \pi} |C(x)|}{\max_{0 \leq x \leq 2\pi} |C(x)|} \leq \left(\frac{1}{2} + \frac{1}{\sqrt{2}}\right) \frac{1}{n + 1}.$$
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3.5.23 Let $a_0, a_1, \ldots, a_n$ and $t$ be real numbers. If

(1) \hspace{1cm} a_0 \geq a_1 \geq \cdots \geq a_n > 0,

and

(2) \hspace{1cm} a_{2k} \leq \frac{2k - 1}{2k} a_{2k - 1} \quad (1 \leq k \leq n/2),

then

(3) \hspace{1cm} \sum_{k=1}^{n} a_k \sin kt > 0, \quad \sum_{k=0}^{n} a_k \cos kt > 0 \quad (0 < t < \pi).

These inequalities are due to L. VIETORIS [1].

Putting $a_0 = 1$, $a_k = 1/k$ ($k = 1, \ldots, n$), inequalities (3) become

(4) \hspace{1cm} \sum_{k=1}^{n} \frac{1}{k} \sin kt > 0 \quad (0 < t < \pi),

(5) \hspace{1cm} 1 + \sum_{k=1}^{n} \frac{1}{k} \cos kt > 0 \quad (0 < t < \pi).

Since in this case conditions (1) and (2) are fulfilled, the truth of (4) and (5) is an immediate consequence of (3). Inequality (4) is known as the FEJÉR-JACKSON inequality and (5) as the W. H. YOUNG inequality. There exist also various proofs of (4) which will not be mentioned here.

Generalization. D. Ž. DJOKOVIĆ [2] proved the following result:

If $t_v$ ($v = 1, \ldots, m$) satisfy

(6) \hspace{1cm} t_v > 0 \quad (v = 1, \ldots, m), \quad \sum_{v=1}^{m} t_v < \pi,

then

(7) \hspace{1cm} \sum_{k=1}^{n} \left( \prod_{v=1}^{m} \sin t_v \right) > 0 \quad (n = 1, 2, \ldots).

For $m = 1$, (7) reduces to the FEJÉR-JACKSON inequality (4).
3. Particular Inequalities

The proof of (7) is based on (4) and proceeds by induction on $m$. Note that the function $F$ defined by

$$F(x) = \sum_{k=1}^{n} \left( \prod_{v=1}^{m-1} \frac{\sin kt_v}{k} \right) \left( \frac{\sin kx}{k} \right)^2$$

is increasing for $0 \leq x \leq \frac{1}{2}(\pi - t_1 - \cdots - t_{m-1})$.

L. Vietoris communicated to us the following result:

If (1) and (2) hold, then

$$\sum_{k=1}^{n} \left( ka_k \prod_{v=1}^{m} \frac{\sin kt_v}{k} \right) > 0$$

for $0 < t_v < \pi (v = 1, \ldots, m)$ and $\sum_{v=1}^{m} t_v \leq \pi$.
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3.5.24 Let $T_n(x) = \sum_{k=1}^{n} (a_k \cos kx + b_k \sin kx)$ with real $a_k, b_k$. If

$$\max_{1 \leq k \leq n} (|a_k|, |b_k|) = 1 \quad \text{and} \quad \sum_{k=1}^{n} (a_k^2 + b_k^2) = An,$$

then there exists $c > 0$ which depends only on $A$, such that $\lim_{A \to 0} c(A) = 0$, and

$$\max_{0 \leq \tau < 2\pi} |T_n(x)| \geq \frac{1 + c(A)}{\sqrt{2}} \left( \sum_{k=1}^{n} (a_k^2 + b_k^2) \right)^{1/2}.$$ 
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3.5.25 If in the interval $-a \leq x \leq +a (0 < a < \pi)$ the trigonometric polynomial

$$T_n(x) = \sum_{k=0}^{n} (a_k \cos kx + b_k \sin kx)$$

satisfies the inequality $\max_{-a \leq x \leq a} |T_n(x)| \leq 1$, then for any $x$

$$|T_n(x)| \leq \frac{1}{2} \left( \tan^{2n} \frac{a}{4} + \tan^{-2n} \frac{a}{4} \right).$$
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3.5.26 Let $a_1, \ldots, a_n$ be real numbers and

\begin{align*}
(1) \quad S &= \sum_{k=1}^{n} \exp(2a_k i), \\
(2) \quad S' &= \frac{1}{2} \exp(2a_1 i) + \frac{1}{2} \exp(2a_n i) + \sum_{k=2}^{n-1} \exp(2a_k i).
\end{align*}

If

\begin{align*}
(3) \quad 0 < \theta &\leq a_2 - a_1 \leq \cdots \leq a_n - a_{n-1} \leq \varphi < \pi,
\end{align*}

then

\begin{align*}
(4) \quad 2 |S| &\leq \cot \frac{\theta}{2} + \tan \frac{\varphi}{2}, \\
(5) \quad 2 |S - \frac{i \exp(2a_1 - \theta) i}{2 \sin \theta}| &\leq \cot \theta + \tan \frac{\varphi}{2}.
\end{align*}

If $\Delta a_k = a_{k+1} - a_k$, $\Delta^2 a_k = \Delta (\Delta a_k)$, \ldots, and

\begin{align*}
0 < \theta &\leq \Delta a_k \leq \pi/4 \quad (k = 1, \ldots, n-1), \\
\Delta^2 a_k &\geq 0 \quad (k = 1, \ldots, n-2), \\
\Delta^3 a_k &\geq 0 \quad (k = 1, \ldots, n-3),
\end{align*}

then

\begin{align*}
(6) \quad |S| &\leq \frac{1}{\sin \theta}.
\end{align*}

If (3) holds and $\varphi \leq \pi/2$, then

\begin{align*}
(7) \quad |S'| &\leq \cot \theta.
\end{align*}

**Proof.** The identity

\begin{align*}
2 \sum_{k=1}^{n} \lambda_k &= \lambda_1 \left( \frac{\lambda_1 + \lambda_2}{\lambda_1 - \lambda_2} + 1 \right) + \lambda_n \left( 1 - \frac{\lambda_{n-1} + \lambda_n}{\lambda_{n-1} - \lambda_n} \right) \\
&\quad + \sum_{k=2}^{n-1} \lambda_k \left( \frac{\lambda_k + \lambda_{k+1}}{\lambda_k - \lambda_{k+1}} - \frac{\lambda_{k-1} + \lambda_k}{\lambda_{k-1} - \lambda_k} \right)
\end{align*}

after the substitution $\lambda_k = \exp(2a_k i)$ yields

\begin{align*}
2S &= e^{2a_1 i} \left( 1 + i \cot (a_2 - a_1) \right) + e^{2a_n i} \left( 1 - i \cot (a_n - a_{n-1}) \right) \\
&\quad + \sum_{k=2}^{n-1} i e^{2a_k i} \left[ \cot (a_{k+1} - a_k) - \cot (a_k - a_{k-1}) \right].
\end{align*}
Using (3) and the fact that \( \cot x \) decreases in \((0, \pi)\), we infer

\[
2 |S| \leq \frac{1}{\sin (a_2 - a_1)} + \frac{1}{\sin (a_n - a_{n-1})} + \cot (a_2 - a_1) - \cot (a_n - a_{n-1}) \leq \frac{a_2 - a_1}{2} + \tan \frac{a_n - a_{n-1}}{2}
\]

and (4) follows immediately.

Inequalities (5), (6), and (7) can also be proved starting from (8).

**Remark.** For the complete proof and bibliographical references see the following paper by L. J. Mordell: On the Kusmin-Landau inequality for exponential sum s. Acta Arith. 4, 3–9 (1958), and the following book by J. F. Koksma: Diophantische Approximationen. Berlin 1936.

3.5.27 Let \( T_n \) be a trigonometric polynomial of order \( n \), defined by

\[
T_n(x) = \sum_{k=-n}^{n} c_k e^{ikx}
\]

and let \( x_1, \ldots, x_m \) \((m \geq 2)\) be distinct points in \((-\pi, \pi)\) such that

\[
\min_{j \neq k} |x_j - x_k| = 2\delta.
\]

Then we have the following inequalities due to H. Davenport and H. Halberstam [1]:

\[
\sum_{k=1}^{m} |T_n(x_k)|^q \leq 4.4 \max \left(n, \frac{\pi}{2\delta}\right) \sum_{k=-n}^{n} |c_k|^2;
\]

and the following due to M. Izumi and S. Izumi [2]:

\[
\sum_{k=1}^{n} |T_n(x_k)|^q \leq A \sum_{k=-n}^{n} |c_k|^2
\]

for small \( \delta \), where \( A \leq 2.34 \left(N + \frac{\pi}{\delta}\right) \) or \( A \leq 3.13 \left(N + \frac{\pi}{2\delta}\right) \).

Neither of inequalities (1) and (2) implies the other.

If \( 1/p + 1/q = 1 \) \((p \geq 2)\), then under the same conditions, we have

\[
\sum_{k=1}^{m} |T_n(x_k)|^p \leq A \left(\frac{2\pi}{\delta}\right)^{p/q} \left(\sum_{k=-n}^{n} |c_k|^q\right)^{p/q},
\]

where \( A \) is an absolute constant (see [1]) and

\[
\sum_{k=1}^{n} |T_n(x_k)|^p \leq A' (1 + \varepsilon) \left(N + \frac{\pi}{\delta}\right) \left(\sum_{k=-n}^{n} |c_k|^q\right)^{p/q},
\]

for any \( \varepsilon > 0 \) and sufficiently small \( \delta \), where

\[
A' = \frac{2^{p-2}}{\pi^p (q + 1)^{p-1}} \left(\int_{0}^{\infty} \frac{\sin t}{t^{q-1}} \, dt\right)^{p-1} \left(\int_{0}^{\frac{\pi}{2}} \sin^2 t \, dt\right)^{-p}.
\]
3.5 Inequalities Involving Trigonometric Polynomials
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3.5.28 If $T_n$ is a trigonometric polynomial of order $n$, then for $0 < \delta < 2\pi/n$

$$\left| \frac{d^r}{dx^r} T_n(x) \right| \leq \left( \frac{n}{2} \csc \frac{n\delta}{2} \right)^r \max_x \left| \sum_{k=0}^{r} (-1)^{r-k} \binom{r}{k} T_n(x + k\delta) \right|,$$

with equality if and only if

$$T_n(x) = a \cos nx + b \sin nx + c.$$
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See also the review by R. P. Boas in Math. Reviews 9, 579—580 (1948).

3.5.29 Let $T_n$ be a trigonometric polynomial of order $n$ with $T(0) = 0$ and

$$\left| T_n \left( \frac{(2k + 1)\pi}{2n} \right) \right| \leq 1 \quad (k = 0, 1, \ldots, 2n - 1).$$

Then, for $|x| \leq \pi/(2n)$,

$$| T_n(x) | \leq | \sin nx |.$$

There is equality in (1) for some $x$ (and hence for all $x$) if and only if $T_n(x)$ is a constant multiple of $\sin nx$ whose modulus is 1. If $T_n(x)$ is real, the hypothesis $T_n(0) = 0$ can be replaced by $T_n(0) \leq 0$. If $\pi/(2n) < x_0 \leq \pi$, there is a trigonometric polynomial $T$ of order not exceeding $n$ with $|T(x)| \leq 1$, $T(0) = 0$ and $T(x_0) = 1$.
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3.5.30 If $m_k$ are natural numbers and $0 < \delta \leq \pi$, then for all real $t$

$$\max_{-\pi \leq x \leq \pi} \left| \sum_{k=1}^{n} a_k e^{im_k x} \right| \leq \left( \frac{48\pi}{\delta} \right)^n \max_{-\delta \leq x \leq \delta} \left| \sum_{k=1}^{n} a_k e^{im_k x} \right|.$$


3.5.31 If $C_n(t) = \frac{1}{2} a_0 + \sum_{k=1}^{n} a_k \cos kt$, then

$$\left| \sum_{k=0}^{n} a_k \frac{n - k + 1}{n} \right| \leq A \int_{0}^{\pi} | C_n(t) | dt,$$
where
\[ \frac{\pi}{2} \leq A < \int_0^\pi \frac{\sin t}{t} \, dt = 1.85 \ldots \]

Under the additional requirement that the \( a_k \)'s have the same sign, the exact value of \( A \) is \( \pi/2 \).
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Remark. For some refinements of the cited results, see: Ref. Žurnal Matematika 1956, No. 9, Review 6512 by A. F. Timan.

3.5.32 Let \( 1 \leq q \leq + \infty \). Then, for any trigonometric polynomial \( T_n \) of order \( n \),
\[ \left( \int_0^{2\pi} |T_n(x)|^q \, dx \right)^{1/q} \leq n^{\frac{1}{q}} \left( \int_0^{2\pi} |T_n(x)| \, dx \right)^{1/q}. \]
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3.5.33 Let \( P(z) = z^n \pm z^{n-1} \pm \cdots \pm 1, n > 0 \). Then
\[ \frac{1}{2\pi} \int_0^{2\pi} |P(e^{i\theta})| \, d\theta < \sqrt{n + 0.97}. \]

Remark. D. J. Newman observes: "To prove, however, that
\[ \frac{1}{2\pi} \int_0^{2\pi} |P(e^{i\theta})| \, d\theta < \sqrt{n} \]

for \( n \) large would call for a completely new approach. It has even been conjectured that
\[ \frac{1}{2\pi} \int_0^{2\pi} |P(e^{i\theta})| \, d\theta \leq c \sqrt{n + 1}, \]

for \( 0 < c < 1 \), but we are far from this result".

This result is related to 3.5.24.
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3.5.34 If $P$ is an algebraic polynomial of order $n$ and $\rho \geq 1$, then
\[
\int_0^{2\pi} |P'(e^{i\theta})|^\rho \, d\theta \leq \sqrt{\pi} \frac{\Gamma\left(\frac{\rho}{2} + 1\right)}{\Gamma\left(\frac{\rho + 1}{2}\right)} n^\rho \int_0^{2\pi} |\text{Re} \, P(e^{i\theta})|^\rho \, d\theta,
\]
with equality if and only if $P(z) = Az^n$.
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3.5.35 Let
\[
M(f) = \frac{1}{2\pi} \int_0^{2\pi} |f(x)| \, dx, \quad M_n(f) = \frac{1}{2n + 1} \sum_{k=1}^{2n+1} \left| f\left(\frac{2k\pi}{2n + 1}\right) \right|.
\]

If $T(x)$ is a trigonometric polynomial of degree $n$ and $\overline{T}(x)$ is its conjugate trigonometric polynomial, then
\[
M_n(T^\rho) \leq A^\rho M(T^\rho) \quad (1 \leq \rho \leq +\infty),
\]
\[
M(T^\rho) \leq B^\rho M_n(T^\rho) \quad (1 < \rho < +\infty),
\]
\[
M_n(\overline{T}^\rho) \leq C^\rho M(T^\rho) \quad (1 < \rho < +\infty),
\]
\[
M(\overline{T}^\rho) \leq D^\rho M_n(T^\rho) \quad (1 < \rho < +\infty),
\]
\[
M(T^\rho) \text{ and } M(\overline{T}^\rho) \leq E^\rho M_n(T^\rho) \quad (0 < \rho < 1),
\]
where $A$ is an absolute constant, while $B, C, D, E$ depend on $\rho$.
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3.5.36 Let $T$ be a real trigonometric polynomial defined by
\[
T(t) = \sum_{k=-n}^{n} a_k e^{ikt} \quad \text{with} \quad a_{-k} = \overline{a_k},
\]
and let $I_n = \int_0^{2\pi} |T(t)| \, dt$.

A number of papers (see [1], [2], [3]) were devoted to determining the best possible estimate of
\[
\max \frac{\lambda_0 |a_0| + \lambda_k |a_k|}{I_n} \quad \text{for} \quad 0 < k \leq n,
\]
where $\lambda_0, \lambda_k$ are given nonnegative numbers.
In the cited papers the best possible estimate was found only for $k > n/2 \ (\lambda_0 \neq 0)$ or $k > n/3 \ (\lambda_0 = 0)$.

Ya. L. Geronimus [4] showed that the problem in question is only a special case of a result of his own (see [5]), in which he established the equivalence of finding

$$\max \frac{\sum_{r=-n}^{n} a_r c_r}{I_n},$$

where $(c_1, \ldots, c_n)$ is a given sequence of complex numbers, with a result of N. I. Ahiezer and M. G. Krein [6].

Ya. L. Geronimus proved that

$$|a_0| + \lambda |a_k| \leq \frac{1}{4\alpha} I_n,$$

where $\lambda$ is an arbitrary positive number, $\alpha$ is the least positive root of

$$\begin{vmatrix}
  m_0 & m_1 & \cdots & m_p \\
  m_1 & m_0 & & m_{p-1} \\
  \vdots & & & \ddots \\
  m_{-p} & m_{-p+1} & & m_0
\end{vmatrix} = 0,$$

and where $m_0 = 2 \cos \alpha$, $m_s = \frac{(2\alpha \lambda)^s}{s!} e^{i\alpha}$, $m_{-s} = \overline{m_s}$ for $s = 1, \ldots, p$.

This estimate is the best possible.

The method used by Geronimus in [5] is essentially analogous to the method used by Boas in [3], but Boas did not make use of the results [6], without which, as can be seen from [4], the best possible estimate of (1) cannot be obtained.
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3.5.37 Let the sequence \( r_1, r_2, \ldots \) be monotonely decreasing and let \( \lim_{n \to +\infty} r_n = 0 \). Then, for \( 0 < \theta < 2\pi \),

\[
\left| \sum_{k=n+1}^{+\infty} r_k e^{i k \theta} \right| \leq \frac{r_n}{\sin \frac{\theta}{2}}.
\]

**Proof.** If \( 0 < \theta < 2\pi \) and \( m \geq 1 \), then

\[
\left| \sum_{k=n+1}^{n+m} e^{i k \theta} \right| = \left| \frac{e^{i(n+1)\theta} (1 - e^{im\theta})}{1 - e^{i\theta}} \right| \leq \frac{2}{|1 - e^{i\theta}|} = \frac{1}{\sin \frac{\theta}{2}}.
\]

Therefore, by Abel's inequality (see 2.2),

\[
\left| \sum_{k=n+1}^{n+m} r_k e^{i k \theta} \right| \leq \frac{r_{n+1}}{\sin \frac{\theta}{2}} < \frac{r_n}{\sin \frac{\theta}{2}}.
\]

Letting \( m \to +\infty \), we get (1).

**Reference**


3.5.38 For all real \( x \) and \( r = 1, 2, \ldots \),

\[
\sum_{n=1}^{+\infty} (-1)^{n+1} \left( \frac{\sin \frac{\pi n x}{n}}{n} \right)^{2r} \geq 0.
\]

This inequality, due to J. N. LYNES and C. MOLER, is generalized as follows:

If \( 0 < x_i < \pi \) and \( N = 1, \ldots, k \), where \( k = 1, 2, \ldots \), then

\[
\sum_{n=1}^{N} \prod_{i=1}^{k} \frac{\sin n x_i}{n} > 0.
\]

If \( 0 < x_i < \pi \) and \( k = 3, 4, \ldots \), then

\[
\sum_{n=1}^{+\infty} \prod_{i=1}^{k} \frac{\sin n x_i}{n} > 0.
\]

**References**


3.5.39 For $0 < x < \pi$, $-\pi < t < +\pi$, $|t| \equiv x$ and $t \neq 0$ we have

$$\sum_{k=1}^{+\infty} \frac{\sin kx}{k} \frac{\sin \left( \frac{k-1}{2} \right) t}{2 \sin \frac{t}{2}} > 0.$$ 

For $0 < x < \pi$, $0 < t < \pi$ and $t \neq x$, we have

$$\sum_{k=1}^{+\infty} \frac{\sin kx}{k} \frac{\cos \frac{t}{2} - \cos \left( \frac{k+1}{2} \right) t}{2 \sin \frac{t}{2}} > 0.$$

**Reference**


3.5.40 Let the sequence $a = (a_0, a_1, \ldots)$ be four times monotone, i.e., let

$$\binom{k}{0} a_n - \binom{k}{1} a_{n+1} + \cdots + (-1)^k \binom{k}{k} a_{n+k} \geq 0 \quad (k = 1, 2, 3, 4).$$

Then, for $0 < x < \pi$,

$$\sum_{k=1}^{+\infty} a_k \sin kx \leq \frac{a_1}{2} \cot \frac{x}{2}.$$  

**Remark.** Inequality (1) together with a number of other inequalities, was proved by M. Tomić in [1], who used geometrical reasoning. Almost at the same time, similar methods were used by C. Hylttén-Cavallius [2].
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3.5.41 If $T_{n-1}(x)$ is a trigonometric polynomial of order $n - 1$, then

$$\max_{-\pi \leq x \leq \pi} |T_{n-1}(x)| \leq n \max_{-\pi \leq x \leq \pi} |T_{n-1}(x) \sin x|.$$ 

**Reference**


3.5.42 Let $T_n(x) = \frac{a_0}{2} + \sum_{k=1}^{n} (a_k \cos kx + b_k \sin kx)$. Then, if $|T_n(x)| \leq 1$, we have

$$\frac{1}{2} |a_0| + \sum_{k=1}^{n} (|a_k| + |b_k|) \leq An^{1/2},$$

where $A$ is a constant.

**Reference**

3.5.43 Let $S_n(x)$ be the $n$-th partial sum of Fourier series of $f \in L^p$ ($p > 1$). Then
\[
\left( \frac{1}{n} \int_{-\pi}^{\pi} |S_n(x)|^p \, dx \right)^{1/p} \leq C_p \left( \frac{1}{n} \int_{-\pi}^{\pi} |f(x)|^p \, dx \right)^{1/p},
\]
where $C_p$ depends only on $p$.
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3.5.44 For any trigonometric polynomial $T_n(x)$,
\[
\left( \frac{1}{n} \int_{-\pi}^{\pi} |T_n(x)|^q \, dx \right)^{1/q} \leq 2n^{1/p-1/q} \left( \frac{1}{n} \int_{-\pi}^{\pi} |T_n(x)|^p \, dx \right)^{1/p}
\]
for $1 \leq p < q < +\infty$.
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3.5.45 Let $(a_k)$ be a sequence such that $a_k \geq 0$. If $a_k k^{-s}$ is decreasing for $s \geq 0$, $(a_k)$ is said to belong to the class $A_s$. If $a_k k^s$ is increasing for some $s > 0$, $(a_k)$ is said to belong to the class $A_{-s}$.

If $x \neq 2k\pi$ for $k = 0, \pm 1, \pm 2, \ldots$, then
\[
\left| \sum_{k=-n}^{m} a_k f(kx) \right| \leq \begin{cases} \frac{a_n}{\sin \frac{x}{2}} \left( \frac{m}{n} \right)^s & \text{for } (a_k) \in A_s, \\ \frac{a_m}{\sin \frac{x}{2}} \left( \frac{m}{n} \right)^s & \text{for } (a_k) \in A_{-s}, \end{cases}
\]
where $f(x) = \cos x$ or $f(x) = \sin x$.
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3.5.46 Let $A_n^0 = 1$, $A_n^p = A_n^{p-1} + A_n^{p-2} + \cdots + A_n^{p-1}$ for $n = 0, 1, \ldots$ and $p = 1, 2, \ldots$. Then, if $t \in (0, \pi)$, $n = 0, 1, \ldots$ and if $r$ is an integer $\geq 3$, we have
\[
\frac{1}{2} \cot \frac{t}{2} - \frac{1}{A_n^r} \sum_{r=0}^{n} A_{n-r}^{r-1} \sum_{\mu=0}^{r} \sin \mu t \geq 0.
\]
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3.6 Inequalities Involving Exponential, Logarithmic and Gamma Functions

3.6.1 If $a > 0$ and $x > 0$, then

\[ e^x \geq \left( \frac{ax}{a} \right)^a, \quad e^{-x} \leq \left( \frac{a}{e^x} \right)^a, \]

\[ \log x \leq \frac{a}{e} \sqrt{x}, \quad - \log x \leq \frac{1}{eax^a}. \]

These inequalities are of importance for large values of $a$.

3.6.2 If $a$ and $t$ are real numbers such that $a \geq 1$ and $|t| \leq a$, then

\[ 0 \leq e^{-t} - \left( 1 - \frac{t}{a} \right)^a \leq \frac{t^2 e^{-t}}{2a}. \]

If $0 \leq t \leq a$ and $a \geq 2$, then

\[ 0 \leq e^{-t} - \left( 1 - \frac{t}{a} \right)^a \leq \frac{t^2 (1 + t)}{2a} e^{-t}. \]

If $0 \leq t \leq a$ and $a > 0$, then

\[ 0 \leq e^{-t} - \left( 1 - \frac{t}{a} \right)^a \leq \frac{t^2}{2a}. \]

Remark. These inequalities were the object of a sharp discussion between G. N. Watson and E. H. Neville.
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3.6.3 Let $S_n(x) = 1 + x + x^2/2! + \cdots + x^n/n!$. If $n$ is a natural number and $x \geq 0$, then

\begin{equation}
0 \leq e^x - \left( 1 + \frac{x}{n} \right)^n \leq e^x \left[ 1 - \frac{1}{\left( 1 + \frac{x}{n} \right)^{x/2}} \right],
\end{equation}

\begin{equation}
e^x - S_n(x) \leq \frac{e^x x}{n}.
\end{equation}
Proof. Inequalities (1) are equivalent to
\[ (1 + \frac{x}{n})^n \leq e^x \leq (1 + \frac{x}{n})^{n + x/2}. \]

We shall prove more general inequalities
\[ (1 + \frac{x}{p})^p < e^x < (1 + \frac{x}{p})^{p + x/2} \quad (x > 0 \text{ and } p > 0). \]

Let
\[ F(p) = (1 + \frac{x}{p})^p, \quad G(p) = (1 + \frac{x}{p})^{p + x/2}, \]
\[ f(p) = \log F(p), \quad g(p) = \log G(p). \]

Since, for \( p \to +\infty, \)
\[ (1 + \frac{x}{p})^p \to e^x \quad \text{and} \quad (1 + \frac{x}{p})^{x/2} \to 1, \]
it is sufficient to prove that \( F \) is an increasing and \( G \) a decreasing function of \( p \), both for \( p > 0 \). This is equivalent to the assertion that \( f \) is an increasing and \( g \) a decreasing function, both for \( p > 0 \).

By differentiation we get
\[ f'(p) = -\frac{x}{p} + \log \frac{p + x}{p}, \quad f''(p) = -\frac{x^2}{p(p + x)^2} < 0, \]
\[ g'(p) = -\frac{x}{p} \frac{p + x}{2} + \log \frac{p + x}{2}, \quad g''(p) = \frac{x^2}{2p^2(p + x)^2} > 0. \]

It follows that
\[ f'(p) > f'(+\infty) = 0, \quad g'(p) < g'(+\infty) = 0, \]
which proves the above result.

Inequality (2) is equivalent to
\[ \sum_{k=n}^{+\infty} \frac{x^{k+1}}{(k+1)!} \leq \sum_{k=0}^{+\infty} \frac{x^{k+1}}{k! n}, \]
i.e., to
\[ \sum_{k=0}^{n-1} \frac{x^{k+1}}{k! n} + \sum_{k=n}^{+\infty} \frac{k + 1 - n}{(k + 1)! n} x^{k+1} \geq 0, \]
which is obviously true for all \( x \geq 0 \).

Remark. Inequalities (1) and (2) are due to W. E. Sewell [1]. Inequalities (1) also contain the following (see [2]):
\[ 0 \leq e^x - \left(1 + \frac{x}{n}\right)^n \leq \frac{e^x}{n}, \quad n \geq 1, \quad 0 \leq x \leq n. \]
Combining inequalities (1) and (2) we get
\[
\left| \left(1 + \frac{x}{n}\right)^n - S_n(x) \right| \leq e^x \left[ 1 + \frac{x}{n} - \frac{1}{\left(1 + \frac{x}{n}\right)^{x/2}} \right], \quad x \geq 0,
\]
while (2) and (3) together yield
\[
\left| \left(1 + \frac{x}{n}\right)^n - S_n(x) \right| \leq \frac{e^x}{n} (1 + x), \quad 0 \leq x \leq n.
\]
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3.6.4 If \( x > 0 \), then
\[
e^x > 1 + \frac{x}{1!} + \cdots + \frac{x^{n-1}}{(n-1)!} + \frac{x^{n+1}}{(n+1)!} + \frac{x^n}{n!} \left(1 + \frac{x^2}{(n+1)^2}\right)^{1/2}.
\]
This inequality is a consequence of
\[
2I_{n+1}I_{n-1} > I_n^2,
\]
where
\[
I_n = e^x - \left(1 + \frac{x}{1!} + \cdots + \frac{x^n}{n!}\right) \quad \text{for} \quad x > 0.
\]
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3.6.5 For all real \( x \), the following inequality holds:
\[
|e^x(12 - 6x + x^2) - (12 + 6x + x^2)| \leq \frac{1}{60} |x|^5 e^{11}.
\]

Proof. Consider the following identity
\[
\frac{e^x - (1 + x + x^2/2)}{x^3} = \frac{1}{3!} + \frac{x}{4!} + \frac{x^2}{5!} + \cdots.
\]
Differentiating twice the above identity, we get
\[
\frac{e^x(12 - 6x + x^2) - (12 + 6x + x^2)}{x^5} = \frac{2}{5!} + \cdots + \frac{(n + 1)(n + 2)}{(n + 5)!} x^n + \cdots
\]
\[
= \frac{1}{60} + \cdots + \frac{1}{(n + 3)(n + 4)(n + 5)} \frac{x^n}{n!} + \cdots
\]
\[
= \frac{1}{60} \left(1 + \cdots + \frac{60}{(n + 3)(n + 4)(n + 5)} \frac{x^n}{n!} + \cdots\right).
\]
However, since \( \frac{60}{(n + 3)(n + 4)(n + 5)} \frac{|x|^n}{n!} \leq \frac{|x|^n}{n!} \), we obtain
\[
60 \left| \frac{e^x(12 - 6x + x^2) - (12 + 6x + x^2)}{x^5} \right| \leq 1 + \ldots + \frac{|x|^n}{n!} + \ldots = e^{|x|},
\]
which yields inequality (1).

The above proof of inequality (1) is due to F. Motte: Problem 3707. Revue Math. Spéc. 46, 129 (1935/36).

G. KALAJDŽIĆ gave the following generalization of (1):

For any real \( x \) and any natural number \( n \), we have
\[
\left| \sum_{k=0}^{n} (-1)^k e^x + (-1)^{n+1} \binom{n+k}{n} \frac{x^{n-k}}{(n-k)!} \right| \leq \frac{1}{(2n+1)!} |x|^{2n+1} e^{|x|}.
\]

The proof is similar to the one given above.

3.6.6 For the exponential function the following rational approximations are valid:
\[
\frac{P_{2k}(x)}{P_{2k}(-x)} \leq e^x \leq \frac{P_{2k+1}(x)}{P_{2k+1}(-x)} \quad (0 \leq x < x_n),
\]
where
\[
P_n(x) = \frac{1}{n!} \sum_{\nu=0}^{n} (2n - \nu)! \binom{n}{\nu} x^\nu,
\]
x\(_n\) being the least positive zero of \( P_n(-x) \);
\[
e^x \leq \frac{2 + x}{2 - x} \quad (0 \leq x < 2);
\]
\[
1 + x + \frac{x^2}{2} \leq e^x \leq 1 + x + \frac{x^2}{2} + \frac{x^3}{2(3-x)} \quad (0 \leq x < 3);
\]
\[
e^x \leq \frac{n}{n-x} \frac{x^n}{n!} + \sum_{\nu=0}^{n-1} \frac{x^\nu}{\nu!} \quad (0 \leq x < n).
\]
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3.6.7 If \( n \) is a natural number, then
\[
\sum_{r=0}^{n} \frac{x^r}{r!} < e^x \quad \text{for all} \quad x > 0, \quad \text{and} \quad e^x < \sum_{r=0}^{n} \frac{x^r}{r!} + \frac{x^{n+1}}{(n-x+1)(n!)}
\]
for \( 0 < x < n + 1 \).

Proof. Setting
\[
f(x) = e^{-x} \sum_{r=0}^{n} \frac{x^r}{r!}, \quad g(x) = f(x) + e^{-x} \frac{x^{n+1}}{(n-x+1)(n!)},
\]
we have \( f'(x) < 0 \) for all \( x > 0 \) and \( g'(x) > 0 \) for \( 0 < x < n + 1 \).
Hence, we obtain the desired result.

Remark. See the last inequality in 3.6.6.

3.6.8 If $a, b \geq 0$, then

$$| \cosh a - \cosh b | \geq | a - b | \sqrt{\sinh a \sinh b}.$$ 
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3.6.9 If $x \neq 0$, then

$$(1) \quad \cosh x < \left( \frac{\sinh x}{x} \right)^3.$$ 

The exponent 3 is the least possible.

Proof. Let us put $f(x) = x - \sinh x (\cosh x)^{-1/3}$. We find that $f(0) = f'(0) = 0$, and

$$f''(x) = -\frac{4}{9} \sinh^3 x (\cosh x)^{-7/3}.$$ 

Hence $f(x)$ is concave on $(0, +\infty)$ and its graph is tangent to the $x$-axis at the origin. Therefore $f(x) < 0$ on $(0, +\infty)$ which implies that (1) holds for $0 < x < +\infty$. All that remains is to note that both members of (1) are even functions.

Since

$$\cosh x = 1 + \frac{x^2}{2!} + \cdots , \quad \text{and} \quad \left( \frac{\sinh x}{x} \right)^a = 1 + \frac{a}{3} \frac{x^2}{2} + \cdots ,$$

for $x$ in the neighbourhood of the origin, we infer that $a = 3$ is the smallest value of $a$ such that

$$\cosh x < \left( \frac{\sinh x}{x} \right)^a \quad (x \neq 0).$$

Inequality (1) and its proof are due to I. Lazarević.

3.6.10 If $x \geq 0$, then

$$\arctan x \leq \frac{\pi}{2} \tanh x.$$ 
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3.6.11 For $x > 0$ we have

$$\tanh x > \sin x \cos x.$$ 
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3.6.12 If $0 < x < 5$, then
\[
\frac{(3 + x^2/11) \sinh x}{2 + \cosh x + x^2/11} < x < \frac{(3 + x^2/10) \sinh x}{2 + \cosh x + x^2/10}.
\]
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3.6.13 If $x > 0$ and $y > 0$, then

\[\frac{1 - e^{-x-y}}{(x+y)(1-e^{-x})(1-e^{-y})} - \frac{1}{xy} \leq \frac{1}{12}.
\]

Proof. This inequality is equivalent to

\[\frac{1}{1-e^{-x}} + \frac{1}{1-e^{-y}} - 1 \leq \frac{1}{x} + \frac{1}{y} + \frac{x+y}{12},\]

i.e.,

\[f(x) + f(y) \leq 1,
\]

where

\[f(x) = \frac{1}{1-e^{-x}} - \frac{x}{12}.
\]

Since $f(x) \leq 1/2$, inequality (1) is proved.
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3.6.14 For $x > 0$ and $r > 1$, we have

\[(1) \quad \sinh^{r+1}rx + \cosh^{r+1}rx \leq \cosh(r+1)x,
\]

while for $x > 0$ and $0 < r < 1$,

\[(2) \quad \sinh^{r+1}rx + \cosh^{r+1}rx \geq \cosh(r+1)x.
\]

Equality holds either if $r = 0$ or $r = 1$, or if $x = 0$.

The substitution $y = e^{-2x}$ reduces inequality (1) to the algebraic form

\[(3) \quad (1-y^r)^{r+1} + (1+y^r)^{r+1} \leq 2(1+y^{r+1})^r,
\]

valid for $0 < y < 1$ and $r > 1$. The inequality is reversed for $0 < r < 1$ and the equality holds on all the boundaries.
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3.6.15 If \( x > 0 \) and \( x \neq 1 \), then

\[
\frac{\log x}{x - 1} \leq \frac{1}{\sqrt[3]{x}}.
\]

Proof. Putting \( x = (1 + t)^2/(1 - t)^2 \), inequality (1) becomes

\[
\frac{1}{t} \log \frac{1 + t}{1 - t} - \frac{2}{1 - t^2} \leq 0 \quad \text{for} \quad 0 < |t| < 1.
\]

Using the power series expansions, we get

\[
\sum_{n=1}^{+\infty} \left(1 - \frac{1}{2n + 1}\right) t^{2n} \geq 0 \quad \text{for} \quad |t| < 1,
\]

which is evidently true.

Inequality (1) is due to J. Karamata (see 3.6.16), and the above proof to B. Mesihović.

3.6.16 If \( x > 0 \), and \( x \neq 1 \), then

\[
\frac{\log x}{x - 1} \leq \frac{1 + x^{1/3}}{x + x^{1/3}}.
\]

Proof. Setting \( x = (1 + t)^3/(1 - t)^3 \), inequality (1) becomes

\[
\frac{3}{2t} \log \frac{1 + t}{1 - t} - \frac{t^2 + 3}{1 - t^4} \leq 0 \quad \text{for} \quad 0 < |t| < 1.
\]

Using power series expansions, we get

\[
\sum_{n=0}^{+\infty} t^{4n+2} + 3 \sum_{n=0}^{+\infty} t^{4n} - 3 \sum_{n=0}^{+\infty} \frac{t^{2n}}{2n + 1} \geq 0 \quad \text{for} \quad |t| < 1,
\]

i.e.,

\[
3 \sum_{n=0}^{+\infty} \left(1 - \frac{1}{4n + 1}\right) t^{4n} + \sum_{n=1}^{+\infty} \left(1 - \frac{3}{4n + 3}\right) t^{4n+2} \geq 0,
\]

which is obviously true.

Inequality (1) is due to J. Karamata, and the above proof to B. Mesihović.

Remark. Starting with (1), which is very precise because

\[
\frac{\log x}{x - 1} - \frac{1 + x^{1/3}}{x + x^{1/3}} \sim \frac{(x - 1)^4}{1620} \quad \text{for} \quad x \to 1,
\]

J. Karamata demonstrated that \( 1/3 < f(n) < 1/2 \), where

\[
f(n) = 1 + \frac{1}{2} \frac{n^n}{n^n} - \frac{n!}{n!} \left(1 + \frac{n}{1!} + \cdots + \frac{n^n}{n!}\right) \quad \text{with} \quad n = 1, 2, \ldots
\]

J. Karamata proved, in fact, that \( f \) is a monotonely decreasing function from \( 1/2 \) to \( 1/3 \), when \( n \) increases from 0 to \( +\infty \).

Compare with 3.9.7.
3.6 Inequalities Involving Exponential, Logarithmic and Gamma Functions

Reference


3.6.17 If \(0 < y < x\), then

\[
\frac{x+y}{2} > \frac{x-y}{\log x - \log y}.
\]

Proof. We integrate the inequality

\[
\frac{1}{2t} > \frac{2}{(1+t)^2} \quad (t > 1),
\]

and we get

\[
\frac{1}{2} \int_1^{x/y} \frac{dt}{t} > 2 \int_1^{x/y} \frac{1}{(1+t)^2} dt,
\]

i.e.,

\[
\frac{1}{2} \log \frac{x}{y} > \frac{x-y}{x+y} \quad \text{for} \quad 0 < y < x.
\]

This inequality is equivalent to (1).

Remark. This proof is due to B. Mesić. Two other proofs are given in Mitrinović 1, p. 158, and in Mitrinović 2, pp. 192–193.

3.6.18 For \(x > 0\),

\[
\frac{2}{2x+1} < \log \left(1 + \frac{1}{x}\right) < \frac{1}{\sqrt{x^2 + x}}.
\]

Proof. Consider first the function \(f\) defined by

\[
f(x) = \frac{2}{2x+1} - \log \left(1 + \frac{1}{x}\right) \quad \text{for} \quad x > 0.
\]

Since

\[
f'(x) = \frac{1}{x(1+x)(2x+1)^2} > 0 \quad \text{for} \quad x > 0,
\]

\(f\) is an increasing function. From this fact and since \(\lim_{x \to +\infty} f(x) = 0\), we conclude that \(f(x) < 0\) for \(x > 0\).

Now, consider the function \(g\) defined by

\[
g(x) = \log \left(1 + \frac{1}{x}\right) - \frac{1}{\sqrt{x^2 + x}} \quad \text{for} \quad x > 0.
\]

Since

\[
g'(x) = \frac{2x + 1}{2(x^2 + x)^{3/2}} - \frac{x}{x(1+x)} > 0 \quad \text{for} \quad x > 0,
\]

we see that \(g\) is an increasing function. By this fact and since \(\lim_{x \to +\infty} g(x) = 0\), we obtain that \(g(x) < 0\) for \(x > 0\).

This establishes (1).
Comment by P. M. Vast. If in the second inequality of (1), for \( x > 1 \), we replace \( x \) by \( 1/(x - 1) \), and for \( 0 < x < 1 \) we replace \( x \) by \( x/(1 - x) \), we obtain
\[
\frac{\log x}{x - 1} < \frac{1}{\sqrt{x}} \quad \text{(see 3.6.15)}.
\]
Replacing \( 1 + (1/x) \) by \( x/y \) \( (x > y > 0) \) in the first inequality of (1), we have
\[
\frac{x + y}{2} > \frac{x - y}{\log x - \log y} \quad \text{(see 3.6.17)}.
\]

3.6.19 For \( x > 0 \),
\[
(1) \quad \frac{2}{2x + 1} < \log \left( 1 + \frac{1}{x} \right) < \frac{2}{2x + 1} \left( 1 + \frac{1}{12x} - \frac{1}{12(x + 1)} \right).
\]
According to a remark by P. R. Beesack, (1) can be improved to
\[
\frac{2}{2x + 1} \left( 1 + \frac{1}{12x} - \frac{1}{12(x + 1)} - \frac{1}{360x^3} + \frac{1}{360(x + 1)^3} \right) < \log \left( 1 + \frac{1}{x} \right)
\]
\[
< \frac{2}{2x + 1} \left( 1 + \frac{1}{12x} - \frac{1}{12(x + 1)} - \frac{1}{(360 + \gamma(x))x^3} + \frac{1}{(360 + \gamma(x))(x + 1)^3} \right),
\]
where
\[
\gamma(x) = 30 \frac{7x^2 + 7x + 1}{x^2(x + 1)^2},
\]
so that for large \( x \) the upper and lower bound are very close. These results can be used to give a good form of Stirling's formula.

Remark 1. Inequalities (1) play an important role in the theory of gamma function.

Remark 2. The second inequality in (1) cannot be compared with the second inequality in 3.6.18.
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3.6.20 If \( a > 1 \), \( p > 0 \) and \( 0 < x < 1 \), then
\[
0 < \log_a (p + x) - \log_a p - x [\log_a (p + 1) - \log_a p]
\]
\[
< \frac{x(1 - x)}{2p^2} \log_a e \leq \frac{\log_a e}{8p^2}.
\]

Reference


3.6.21 If \( x + b > 1 \), \( x + a > 0 \) and \( x < y \), then
\[
\log_{x+b}(x+a) > \log_{y+b}(y+a) \quad (a > b),
\]
\[
\log_{x+b}(x+a) < \log_{y+b}(y+a) \quad (a < b).
\]
In particular,
\[
\log_x(x + 1) > \log_y(y + 1) \quad (1 < x < y).
\]
3.6.22 If \( n \geq 2 \) is a positive integer and \( x > 0 \), then

\[
(x + n - 1) \log(x + n - 1) - x \log x < n - 1 + \log[(x + 1)(x + 2) \cdots (x + n - 1)] < (x + n) \log(x + n) - (x + 1) \log(x + 1).
\]

**Proof.** Let us put

\[
f(x) = (x + n - 1) \log(x + n - 1) - x \log x - \log[(x + 1)(x + 2) \cdots (x + n - 1)]
\]

and

\[
g(x) = (x + n) \log(x + n) - (x + 1) \log(x + 1) - \log[(x + 1)(x + 2) \cdots (x + n - 1)].
\]

Differentiating with respect to \( x \), we get

\[
f'(x) = \log(x + n - 1) - \log x - \frac{1}{x + 1} - \frac{1}{x + 2} - \cdots - \frac{1}{x + n - 1}
\]

\[
= \sum_{k=0}^{n-2} \left[ \log(x + k + 1) - \log(x + k) - \frac{1}{x + k + 1} \right]
\]

and

\[
g'(x) = \log(x + n) - \log(x + 1) - \frac{1}{x + 1} - \frac{1}{x + 2} - \cdots - \frac{1}{x + n - 1}
\]

\[
= \sum_{k=1}^{n-1} \left[ \log(x + k + 1) - \log(x + k) - \frac{1}{x + k} \right].
\]

By the LAGRANGE mean value theorem we have

\[
\log(x + k + 1) - \log(x + k) = \frac{1}{x + k + \theta} \quad (0 < \theta < 1),
\]

which implies that

\[
f'(x) > 0 \quad \text{and} \quad g'(x) < 0 \quad (0 < x < +\infty).
\]

Therefore, we have

\[
f(x) < f(+\infty) \quad \text{and} \quad g(x) > g(+\infty) \quad (0 < x < +\infty).
\]

We compute

\[
f(+\infty) = \lim_{x \to +\infty} \left[ x \log \frac{x + n - 1}{x} - \log \frac{(x + 1)(x + 2) \cdots (x + n - 1)}{(x + n - 1)^{n-1}} \right]
\]

\[
= n - 1,
\]

since

\[
\lim_{x \to +\infty} x \log \frac{x + n - 1}{x} = n - 1
\]

and

\[
\lim_{x \to +\infty} \frac{(x + 1)(x + 2) \cdots (x + n - 1)}{(x + n - 1)^{n-1}} = 1.
\]
3. Particular Inequalities

In the same way we find that $g(+\infty) = n - 1$. Substituting these values into (2), we obtain

$$f(x) < n - 1 < g(x) \quad (0 < x < +\infty)$$

which is equivalent to (1).

3.6.23 If $x > 1$, then

$$(x - 1) \sum_{k=0}^{n-1} \frac{1}{n + (k + 1)(x - 1)} < \log x < (x - 1) \sum_{k=0}^{n-1} \frac{1}{n + k(x - 1)}.$$

3.6.24 If $0 < a < 1$ and $x > 0$ with $x \neq 1$, then

$$(x + 1)^{a-1} > \frac{x^a - 1}{x - 1}.$$  

**Proof.** It is sufficient to prove (1) for $x \in (0, 1)$ since (1) is invariant under the substitution $x \rightarrow 1/x$.

If $x \in (0, 1)$, (1) is equivalent to

$$(1 + x)^{1-a} (1 - x^a) < 1 - x.$$  

Let $f(x) = (1 + x)^{1-a} (1 - x^a)$; then we compute that

$$f''(x) = a(1 - a)x^{a-2}(1 + x)^{-1-a}(1 - x^{2-a}).$$

Hence $f$ is strictly convex on $[0, 1]$. Since $f(0) = 1$ and $f(1) = 0$, we infer that (2) is true.

**Reference**

Kober, H.: Approximation by integral functions in the complex domain.


3.6.25 If $\rho > 1$ and $0 \leq x \leq 1$, then

$$2^{-\rho + 1} \leq x^\rho + (1 - x)^\rho \leq 1.$$  

3.6.26 If $a \geq 1$, $\rho \geq q > 0$ and $\rho - q \leq 1$, then

$$(a^\rho - a^q) \geq (\rho + q) (a^\rho) - a^q).$$

In particular, for $\rho = (n + 1)/2$ and $q = (n - 1)/2$ ($n$ is a natural number), inequality (1) becomes

$$a^n - 1 \geq n \left(\frac{n+1}{a^2} \, \frac{n-1}{a^2}\right) \quad \text{for} \quad a \geq 1.$$  

3.6.27 Let $x \geq 0$ and $y \geq 0$ and if $0 < r < 1$, then

$$(1 + x)^r (1 + y)^{1-r} \geq 1 + x^r y^{1-r},$$

with equality if and only if $x = y$.  

3.6.28 If \( a, b, x \) are real numbers such that \( 0 < a < b \) and \( 0 < x < 1 \), then
\[
\left( \frac{1 - x^b}{1 - x^{a+b}} \right)^b > \left( \frac{1 - x^a}{1 - x^{a+b}} \right)^a.
\]

**Proof.** We can write (1) in the form
\[
b \log (1 - x^b) - a \log (1 - x^a) - (b - a) \log (1 - x^{a+b}) > 0.
\]

Using series representation of \( \log (1 + x) \), inequality (2) becomes
\[
\sum_{k=1}^{+\infty} \frac{(b - a) x^{(a+b)k} + ax^{ak} - bx^{bk}}{k} > 0.
\]

Hence, it is sufficient to prove that
\[
(b - a) t^{b+a} + at^a - bt^b > 0 \quad (0 < t < 1),
\]
i.e.,
\[
\frac{1 - t^b}{1 - t^a} > \frac{b}{a} t^{b-a} \quad (0 < t < 1).
\]

The last inequality is a simple consequence of CAUCHY's theorem of differential calculus:
\[
\frac{1 - t^b}{1 - t^a} = \frac{b t^{b-a} - 1}{a t^{a-1}} = \frac{b}{a} t^{b-a} > \frac{b}{a} t^{b-a} \quad (i < \theta < 1).
\]

Hence, the inequality (1) is established.

The above result is due to D. S. MIRINOVCIĆ and D. Ž. DJOKOVIĆ.

**Remark.** Inspired by the method of proving the above inequality, as well as 3.6.15 and 3.6.16, S. B. PREŠIĆ has communicated to us the following result.

Let \( x > 0 \) and let \( \alpha_1 > \cdots > \alpha_n > 0 \). Let
\[
P(x) = A_1 x^{\alpha_1} + \cdots + A_n x^{\alpha_n}
\]
and let \((C)\) be a condition for \( A_i \) and \( \alpha_j \) such that
\[
P(x) \geq 0 \quad \text{for all} \quad 0 < x < 1,
\]
whenever \((C)\) is fulfilled. Then the following inequality holds
\[
A_1 f(x^{\alpha_1}) + \cdots + A_n f(x^{\alpha_n}) \geq 0 \quad (0 < x < 1),
\]
where \( f \) is an arbitrary function which can in \((0, 1)\) be written in the form
\[
f(x) = \sum_{n=0}^{+\infty} a_n x^n \quad \text{with} \quad a_n \geq 0.
\]

As a special case, if \( f(x) = -\log (1 - x) \) according to (2) we get
\[
(1 - x^{\alpha_1}) A_1 \cdots (1 - x^{\alpha_n}) A_n \leq 1 \quad (0 \leq x < 1).
\]
Examples of use. 1° Let

\[ P(x) = (b - a)x^{b+a} + ax^a - bx^b, \]

where \( x, a, b \) are real positive numbers. Then, as can easily be checked, a condition (C) is given by: \( b > a > 0 \). From inequality (4) we get

\[ \left( \frac{1 - x^b}{1 - x^{a+b}} \right)^b > \left( \frac{1 - x^a}{1 - x^{a+b}} \right)^a, \]

where \( 0 < a < b \) and \( 0 < x < 1 \).

Here the sign \( > \) was written instead of \( \geq \), since in this case the same replacement of signs can be done in (1).

2° Let \( P(x) = (x^2 + 2px + q)x \). A condition (C) is

\[ (q \geq 0 \land 1 + 2p + q \geq 0) \land (-1 \leq p \leq 0 \Rightarrow p^3 \leq q). \]

According to (2), if the condition (C) is fulfilled, we have

\[ f(x^2) + 2pf(x^2) + qf(x) \geq 0 \quad (0 < x < 1), \]

where \( f \) is an arbitrary function satisfying (3).

3.6.29 Let \( m, n, p, q \) be positive numbers with \( m < n \). If \( p > q \), then

(1) \[ (1 - x^p)^m > (1 - x^q)^n \quad (0 < x < 1). \]

If \( p < q \), then

(2) \[ (1 - x^p)^m < (1 - x^q)^n \quad (0 < x < x_0), \]

(3) \[ (1 - x^p)^m > (1 - x^q)^n \quad (x_0 < x < 1), \]

where \( x_0 \in (0, 1) \) is the unique solution of

\[ (1 - x^p)^m = (1 - x^q)^n. \]

**Proof.** If \( p > q \), then \( 1 - x^p > 1 - x^q \) for \( 0 < x < 1 \) and (1) is evidently true.

Putting \( x^p = t, a = q/p, b = n/m \), we transform (2) and (3) into

(2') \[ 1 - t < (1 - t^a)^b \quad (0 < t < t_0), \]

(3') \[ 1 - t > (1 - t^a)^b \quad (t_0 < t < 1), \]

where \( t_0 \in (0, 1) \) is the unique solution of

\[ 1 - t = (1 - t^a)^b. \]

For \( p < q \) and \( m < n \) we have \( a > 1 \) and \( b > 1 \). Let us consider

\[ f(t) = (1 - t^a)^b \quad (0 < t < 1) \]

and its derivatives

\[ f'(t) = -ab(1 - t^a)^b - 1 t^{a-1}, \]

\[ f''(t) = ab(1 - t^a)^{b-2} t^{a-2} \left[ t^a (ab - 1) - (a - 1) \right]. \]
Hence, \( f(t) \) is concave on \((0, t_1)\) and convex on \((t_1, 1)\), where
\[
t_1 = \left( \frac{a - 1}{ab - 1} \right)^{1/a}.
\]

From \( f(0) = 1, f(1) = 0, f'(0) = f'(1) = 0 \) we conclude that \( f(\varepsilon) > 1 - \varepsilon \) and \( f(1 - \varepsilon) < \varepsilon \) for small positive values of \( \varepsilon \). Under these conditions the graph of \( f(t) \) intersects the graph of \( 1 - t \) in only one point \( t_0 \in (0, 1) \) and
\[
\begin{align*}
f(t) &> 1 - t \quad \text{for} \quad 0 < t < t_0, \\
f(t) &< 1 - t \quad \text{for} \quad t_0 < t < 1.
\end{align*}
\]
These inequalities are identical to \((2')\) and \((3')\).

This proof was communicated to us by E. K. Godunova. Inequalities \((1), (2)\) and \((3)\) are due to D. S. Mitrinović and D. Ž. Djoković.

See also Chr. Karanikolov: Sur une inégalité concernant la fonction puissance. 

3.6.30 If \( 0 < a < 1 \), then
\[
(1 + a)^{1-a} (1 - a)^{1+a} < 1 < (1 + a)^{1+a} (1 - a)^{1-a}.
\]

3.6.31 If \( a > 0 \) and \( x > 1 \), then
\[
\frac{x^{a+1} - x^{-a-1}}{x^a - x^{-a}} > \frac{a + 1}{ax}.
\]

**Proof.** Simplifying \((1)\), we get
\[
ax^{a+2} + x^{-a} - (a + 1)x^a > 0,
\]
i.e.,
\[
\frac{a}{a + 1} x^{a+2} + \frac{1}{a + 1} x^{-a} > x^a.
\]

Inequality \((2)\) is a consequence of the arithmetic-geometric mean inequality. Indeed, the left-hand side of \((2)\) is the arithmetic mean of \( x^{a+2} \) and \( x^{-a} \) with weights \( a/(a + 1) \) and \( 1/(a + 1) \), and the right-hand side is its geometric mean with the same weights.

3.6.32 If \( x > 0 \), then
\[
x^x \geq e^{x-1}.
\]

3.6.33 Let \( 0 < x < e; \) then
\[
(e + x)^{e-x} > (e - x)^{e+x}.
\]

3.6.34 If \( a, b \) and \( x \) are positive numbers, with \( a \neq b \), then
\[
\left( \frac{a + x}{b + x} \right)^{b+x} > \left( \frac{a}{b} \right)^b.
\]
3.6.35 If $0 < a < 1$, then

$\frac{2}{e} < a^{1-a} + \frac{1}{a^{1-a}} < 1.$

(1)

Proof. Denoting

$$f(a) = (1 + a) \frac{a}{a^{1-a}} \quad (0 < a < 1),$$

we obtain

$$\log f(a) = \log (1 + a) + \frac{a}{1-a} \log a,$$

$$\frac{f'(a)}{f(a)} = \frac{1}{(1-a)^2} \left( \log a + 2 \frac{1-a}{1+a} \right) = \frac{g(a)}{(1-a)^2},$$

and

$$g'(a) = \frac{1}{a} \left( \frac{1-a}{1+a} \right)^2.$$

We infer that

$$g(a) < g(1) = 0, \quad f'(a) < 0,$$

$$\lim_{a \to 1^-} f(a) < f(a) < \lim_{a \to 0^+} f(a).$$

The last inequality is identical to (1) since

$$\lim_{a \to 1^-} f(a) = \frac{2}{e}, \quad \lim_{a \to 0^+} f(a) = 1.$$

The above result is due to D. S. Mitrinović and D. Ž. Djoković.

3.6.36 If $p + q = 1$, $0 < p < 1$, and if $r, s$ are positive numbers greater than 1, then

$$(1 - p^s)^3 + (1 - q^r)^r > 1.$$
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3.6.37 If $n$ is a positive integer and

$$f(a) = \frac{a(1 + 2a^{-1} + 3a^{-1} + \cdots + n^{a-1})}{n(n + 1)^{a-1}},$$

then

$$f(a) < 1 \quad \text{if} \quad 0 < a < 1 \quad \text{or} \quad a > 2,$$

$$f(a) > 1 \quad \text{if} \quad 1 < a < 2,$$

$$f(a) = 1 \quad \text{if} \quad a = 1 \quad \text{or} \quad a = 2.$$
3.6.38 If \( a > 0 \) and \( b > 0 \), then

\[
\begin{align*}
(1) \quad &a^b + b^a > 1.
\end{align*}
\]

**Proof.** Inequality (1) holds if \( a \geq 1 \) or \( b \geq 1 \). We have to prove that it also holds if \( 0 < a < 1 \) and \( 0 < b < 1 \). We set

\[
 f(b) = a^b + b^a - 1 \quad (0 < a < 1, \ 0 < b < 1),
\]

and obtain

\[
 f(0) = 0, \quad f(1) = a > 0, \quad f'(b) = a^b \log a + ab^{a-1}.
\]

Assuming that (1) is false we infer that there exists \( b \in (0, 1) \) such that \( f'(b) = 0 \) and \( f(b) \leq 0 \); i.e.,

\[
(2) \quad a^b \log a + ab^{a-1} = 0, \quad a^b + b^a - 1 \leq 0 \quad (0 < a < 1).
\]

From (2) we find

\[
1 - b \frac{\log a}{a} - a^{-b} \leq 0 \quad (0 < a < 1).
\]

We shall prove that the last inequality cannot hold for any \( a \in (0, 1) \) and \( b \in (0, 1) \). If

\[
 g(b) = 1 - b \frac{\log a}{a} - a^{-b},
\]

then

\[
g'(b) = \log a \left(a^{-b} - \frac{1}{a}\right), \quad g''(b) = -a^{-b} (\log a)^2.
\]

Since \( 0 < a < 1 \), we conclude that

\[
g''(b) < 0, \quad g'(b) > g'(1) = 0, \quad g(b) > g(0) = 0.
\]

Hence, this contradiction proves that (1) is true.

**Remark.** The above proof was communicated to us by R. Lučić. Three other proofs are published in Mitrović 2, pp. 182–186.

3.6.39 1° If \( p \geq 1 \) is a real number and \( a_k > 0, \ b_k > 0 \ (k = 1, \ldots, n) \), then

\[
(1) \quad \left| \left( \sum_{k=1}^{n} a_k^p \right)^{1/p} - \left( \sum_{k=1}^{n} b_k^p \right)^{1/p} \right| \leq \min \left\{ \sum_{k=1}^{n} \left| a_k - b_t(k) \right| : t \in P \right\},
\]

where \( P \) denotes the set of all permutations of the set \{1, \ldots, n\}.

2° Excluding the trivial cases \( p = 1 \) and \( n = 1 \), inequality (1) becomes an equality if and only if its right-hand side is equal to zero.

3° With the additional conditions,

\[
\sum_{k=1}^{+\infty} a_k^p < +\infty \quad \text{and} \quad \sum_{k=1}^{+\infty} b_k^p < +\infty,
\]

statements 1° and 2° are true also for \( n = +\infty \).
This result presents an answer of D. D. Adamović to Problem 109 of D. S. Mitrović proposed in Mat. Vesnik 4 (19), 453 (1967), and solved in 5 (20), 548—549 (1968).

3.6.40 If $\alpha \geq 1$, $\alpha + \beta \geq 1$, and $x_k > 0$ for $k = 1, \ldots, n$, then
\[
\sum_{i=1}^{n} x_i^\alpha \left( \sum_{j=1}^{i} x_j \right)^\beta \leq \left( \sum_{i=1}^{n} x_i \right)^{\alpha + \beta}.
\]

Remark. This is one of the results obtained by P. R. Beesack who studied inequalities of the form
\[
\sum_{i=1}^{n} x_i^\alpha \left( \sum_{j=1}^{i} x_j \right)^\beta \leq A_n (\alpha, \beta) \left( \sum_{i=1}^{n} x_i \right)^{\alpha + \beta},
\]
and
\[
\sum_{i=1}^{n} x_i^\alpha \left( \sum_{j=1}^{i} x_j \right)^\beta \geq a_n (\alpha, \beta) \left( \sum_{i=1}^{n} x_i \right)^{\alpha + \beta},
\]
where $\alpha$ and $\beta$ are real parameters and $x_k > 0$ for $k = 1, \ldots, n$.

In view of the length of the discussion, we are not able to include all those interesting results.
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3.6.41 If $x_k > 0$ $(k = 1, \ldots, n)$, $x_1 + \cdots + x_n = 1$ and $a > 0$, then
\[
\sum_{k=1}^{n} \left( x_k + \frac{1}{x_k} \right)^a \geq \frac{(n^2 + 1)^a}{n^{a-1}}.
\]

Proof. We shall apply the method of Lagrange multipliers. Let
\[
F (x_1, \ldots, x_n; \lambda) = \sum_{k=1}^{n} \left( x_k + \frac{1}{x_k} \right)^a + \lambda \sum_{k=1}^{n} x_k.
\]

The stationary points are determined by the following system of equations
\[
\frac{\partial F}{\partial x_k} = a \left( x_k + \frac{1}{x_k} \right)^{a-1} \left( 1 - \frac{1}{x_k^2} \right) + \lambda = 0 \quad (k = 1, \ldots, n),
\]
\[
\sum_{k=1}^{n} x_k = 1.
\]

First, we shall prove that the function
\[
f(x) = \left( x + \frac{1}{x} \right)^{a-1} \left( \frac{1}{x^2} - 1 \right) \quad (0 < x \leq 1)
\]
is strictly decreasing. We have
\[
f'(x) = \left( x + \frac{1}{x} \right)^{a-2} g(x)
\]
with
\[ g(x) = (1 - a) \left( \frac{1}{x^2} - 1 \right)^2 - \frac{2}{x^2} \left( x + \frac{1}{x} \right), \]
i.e.,
\[ g(x) = 1 - a - \frac{1 + a}{x^4} - 2 \frac{2 - a}{x^2}. \]

If \( a \geq 1 \) it is evident from (5) that \( g(x) < 0 \) for \( 0 < x < 1 \). If \( a < 1 \) it is evident from (6) that \( g \) is increasing for \( 0 < x < +\infty \) which implies that
\[ g(x) \leq g(1) = -4 \quad (0 < x < 1). \]

In both cases \( g(x) < 0 \) in \((0, 1)\). So equality (4) gives \( f'(x) < 0 \) for \( x \in (0, 1) \). Hence, \( f \) is strictly decreasing in \((0, 1)\).

It follows that the equation \( f(x) = \lambda/a \) has a unique solution in \( x \). Using this fact together with (2), we conclude that \( x_1 = \cdots = x_n \). Taking (3) into account, we get \( x_1 = \cdots = x_n = 1/n \).

This stationary point is a point of absolute minimum because when \((x_1, \ldots, x_n)\) approaches the boundary of the region determined by
\[ \sum_{k=1}^{n} x_k = 1 \quad \text{and} \quad x_k \geq 0 \quad \text{for} \quad k = 1, \ldots, n, \]

then
\[ \sum_{k=1}^{n} \left( x_k + \frac{1}{x_k} \right)^a \to +\infty. \]

Therefore,
\[ \sum_{k=1}^{n} \left( x_k + \frac{1}{x_k} \right)^a \geq \sum_{k=1}^{n} \left( \frac{1}{n} + n \right)^a = \frac{(n^2 + 1)^a}{n^{a-1}}. \]

Remark. This result is due to D. S. Mitrović and D. Z. Djoković.

If \( a = 2 \) and \( n = 2 \), we have the inequality
\[ \left( \frac{x_1}{x_1} + \frac{1}{x_1} \right)^2 + \left( \frac{x_2}{x_2} + \frac{1}{x_2} \right)^2 \geq \frac{25}{2} \quad (x_1 > 0, x_2 > 0, x_1 + x_2 = 1) \]

3.6.42 If \( 0 < a \leq b, a + b = 1, 0 < y \leq 1 \) and \( 0 < x - y \leq 1 \), then
\[ \frac{a}{1 + x} + \frac{b}{1 + y} \leq \frac{1}{1 + x^a y^b}. \]

Reference


3.6.43 If \( r \) is a positive real number and if \( s \) is a real number greater than 1, then
\[ r \left( \frac{1}{r^s} - \frac{1}{(r + 1)^s} \right) \leq s - 1 \left( \frac{1}{r^s} - \frac{1}{(r + 1)^s} \right). \]
This inequality is due to D. S. Mitrinović. For a proof of A. Lupas, see Problem 106. Mat. Vesnik 5 (20), 249 (1968).

3.6.44 If \( a_1, \ldots, a_n \) are distinct positive numbers, then

\[
a_1^{i_1} \cdots a_n^{i_n} > a_1^{i_1} \cdots a_n^{i_n},
\]

where \( i_1, \ldots, i_n \) is a permutation of \( 1, \ldots, n \) and \( (i_1, \ldots, i_n) \neq (1, \ldots, n) \).

**Proof.** Every permutation is a product of disjoint cycles. Therefore, we can assume, without loss of generality, that \( i_1, \ldots, i_n \) is a cyclic permutation of \( 1, \ldots, n \). By renumbering the numbers \( a_k \), we can suppose that \( a_1 > a_k \ (k > 1), i_1 = 2, \ldots, i_{n-1} = n, i_n = 1 \). Inequality (1) becomes

\[
a_1^{i_1} a_2^{i_2} \cdots a_n^{i_n} > a_1^{i_1} a_2^{i_2} \cdots a_n^{i_n}.
\]

If \( n = 2 \), (2) becomes

\[
a_1^{i_1} a_2^{i_2} > a_1^{i_1} a_2^{i_2}, \quad \text{i.e.,} \quad a_1^{i_1 - a_2} > a_2^{i_2 - a_2}.
\]

This is true since \( a_1 > a_2 \).

Using induction, we can suppose that

\[
a_2^{a_2} \cdots a_n^{a_n} > a_2^{a_2} \cdots a_n^{a_n}.
\]

Multiplying by \( a_1^{a_1} \) we get

\[
a_1^{a_1} a_2^{a_2} \cdots a_n^{a_n} > a_1^{a_1} a_2^{a_2} \cdots a_n^{a_n}.
\]

Since

\[
a_1^{a_1} a_2^{a_2} > a_1^{a_1} a_2^{a_2} \quad (a_1 > a_n \quad \text{and} \quad a_1 > a_2),
\]

(3) implies that (2) is true.

3.6.45 If \( a, b \) and \( x_1, \ldots, x_n \) are positive numbers and if \( b^n = x_1 \cdots x_n \), then, for all real \( t \),

\[
\sum_{i=1}^{n} \frac{1}{(a + x_i)^t} \leq \frac{n}{(a + b)^t}
\]

according as \( x_i \geq a/t \ (i = 1, \ldots, n) \).

**Reference**


3.6.46 Let \( a_k > 0 \ (k = 1, \ldots, n) \) and \( p_v > 0 \ (v = 1, \ldots, r) \) with \( a_{n+s} = a \) for \( s = 1, \ldots, r \). Then

\[
\sum_{k=1}^{n} a_k^{p_1 + \cdots + p_r} \geq \sum_{k=1}^{n} a_k^{p_1} \cdots a_k^{p_{r-1}}.
\]
3.6 Inequalities Involving Exponential, Logarithmic and Gamma Functions

**Proof.** This inequality is equivalent to

\[
\sum_{k=1}^{n} (\varphi_k \alpha_k^p + \cdots + \varphi_r \alpha_k^p_{x_{k+r-1}} - (\Sigma \varphi) \alpha_k^p \cdots \alpha_k^p_{x_{k+r+1}}) \geq 0,
\]

where \( \Sigma \varphi = \varphi_1 + \cdots + \varphi_r \), since

\[
\sum_{k=1}^{n} \alpha_k^p = \cdots = \sum_{k=1}^{n} \alpha_k^p_{x_{k+r-1}}.
\]

By virtue of the inequality

\[
\frac{\varphi_1 \alpha_1^p + \cdots + \varphi_r \alpha_r^p}{\Sigma \varphi} \geq \left( \alpha_1^p \alpha_2^p \cdots \alpha_r^p \right)^{1/\Sigma \varphi} = \alpha_1^p \cdots \alpha_r^p,
\]

inequality (1) is proved.

The above result is due to D. S. Mitrović and D. Ž. Djoković.

3.6.47 Let \( a_{ij} \) \((i = 1, \ldots, m; j = 1, \ldots, n)\) be nonnegative real numbers not all equal to zero and let \( 0 < r < s < +\infty \). Then

\[
\left( \sum_{i=1}^{m} \left( \sum_{j=1}^{n} a_{ij}^s \right)^{r/s} \right)^{1/r} \leq \left( \min (m, n) \right)^{1/r - 1/s}.
\]

The constant on the right is the best possible.

**Reference**


3.6.48 If \( x_1, \ldots, x_n \) are positive numbers and

\[
x_1 + \cdots + x_n = nx,
\]

then

\[
\Gamma(x_1) \cdots \Gamma(x_n) \geq \Gamma(x)^n,
\]

where \( \Gamma \) denotes the gamma function.

**Proof.** We shall use the formula (see, for example, [1], p. 250):

\[
\frac{d^2}{dz^2} \log \Gamma(z) = \sum_{n=0}^{+\infty} \frac{1}{(z + n)^2}.
\]

Hence, \( z \mapsto \log \Gamma(z) \) is a convex function in the interval \((0, +\infty)\). We may apply Jensen's inequality

\[
\log \Gamma(x_1) + \cdots + \log \Gamma(x_n) \geq n \log \Gamma(x),
\]

which is equivalent to (2).
Since
\[ \Gamma(x) \leq \prod_{r=1}^{n} \Gamma(x_r) \leq \frac{1}{n} (\Gamma(x_1) + \cdots + \Gamma(x_n)), \]
we have
\[ x_1! + \cdots + x_n! \geq nx!, \]
where \( x \) and \( x_1, \ldots, x_n \) are natural numbers with \( x_1 + \cdots + x_n = nx \).
Equality holds in (3) if and only if \( x_1 = \cdots = x_n = x \).

The above proof is due to D.Ž. DJOKOVIĆ and P. M. VASIĆ.

Reference

3.6.49 If \( m \) is a positive integer, then
\[
\left( m + \frac{1}{4} + \frac{1}{32m + 32} \right)^{1/2} < \frac{\Gamma(m + 1)}{\Gamma\left(m + \frac{1}{2}\right)} < \left( m + \frac{3}{4} + \frac{1}{32m + 48} \right)^{1/2}. 
\]

Reference

3.6.50 If \( \Gamma\left(x + \frac{1}{2}\right) \)
\[ \frac{\Gamma(x + 1)}{\Gamma(x + 1)} = (x + \theta(x))^{-1/2}, \]
then
\[ \frac{1}{4} \leq \theta(x) \leq \frac{1}{2} \quad \text{for} \quad x \geq -\frac{1}{2} \quad \text{and} \quad \frac{1}{4} \leq \theta(x) \leq \frac{1}{\pi} \quad \text{for} \quad x \geq 0. \]

Reference

3.6.51 If \( n \) is a natural number and \( 0 \leq s \leq 1 \), then
\[ n^{1-s} \leq \frac{\Gamma(n+1)}{\Gamma(n+s)} \leq (n+1)^{1-s}. \]

These inequalities are due to W. GAUTSCHI [1]. A strengthened upper bound for \( \Gamma(n+1)/\Gamma(n+s) \) was given by T. ERBER [2].

References
3.6.52 If \( H_n = \sum_{k=1}^{n} \frac{1}{x + k - 1} \) and \( G_n = \prod_{k=1}^{n} \left( 1 + \frac{x-1}{k} \right) \), then
\[
- \frac{I''(x)}{I'(x)} < H_p + H_q - H_{pq} \leq \frac{1}{x} \quad \text{for} \quad x \geq \frac{1}{2},
\]
\[
\frac{1}{I'(x)} > \frac{G_p G_q}{G_{pq}} \geq x \quad \text{for} \quad 0 < x < 1, \quad \text{and} \quad \frac{1}{I'(x)} < \frac{G_p G_q}{G_{pq}} \leq x \quad \text{for} \quad x > 1.
\]

Remark. For the case \( x = 1 \) the first inequality above has already been included in 3.1.3.

Reference


3.6.53 If \( b \) and \( c \) are real numbers such that \( c > 0 \) and \( c - 2b > 0 \), then
\[
\frac{I'(c - 2b)}{I'(c)} \frac{I'(c)}{I'(c - b)^2} \geq \frac{b^2 + c}{c - b},
\]
with equality holding if \( b = 0 \) or \( b = -1 \).

Remark. Inequality (1) is due to J. GURLAND [1] and it improves and generalizes the WALLIS inequality.

D. GONKALE [2] demonstrated the following inequality
\[
\frac{I'(c - 2b)}{I'(c - b)^2} > 1 + \frac{b^2 + c}{c - b - 1},
\]
where \( b \) and \( c \) are real numbers such that \( c > 2 \), \( c - 2b > 0 \), \( b \neq 0 \) and \( b \neq -1 \).

In the case \( b < 0 \), (1) is stronger than (2). If \( b > 0 \), inequality (2) is stronger than (1).

H. RUBEN [3] gave the following result, connected to inequality (1): If \( b \) and \( c \) are real numbers such that \( c > 0 \) and \( c - 2b > 0 \), then
\[
\frac{I'(c - 2b)}{I'(c - b)^2} \geq \sum_{k=0}^{n-1} \frac{((b)_k)^2}{(c)_k},
\]
where \( (x)_k \) denotes \( \frac{I'(x + y)}{I'(x)} \).

Equality holds in (3) if \( b = 0, -1, \ldots, - (n - 1) \).

Another extension of (1) was given by I. OLMIN [4].

A. V. BOYD [5] has given a simplified proof of (1).

References

Let \( n \) be a positive integer and let \( c \geq -1 \) be independent of \( n \). Then
\[
\frac{(2n - 1)!!}{(2n)!!} \sqrt{n + c} < \frac{1}{\sqrt{\pi}} \quad \text{for} \quad c \leq \frac{1}{4},
\]
\[
> \frac{1}{\sqrt{\pi}} \quad \text{for} \quad c \geq \frac{n + 1}{4n + 3}.
\]

For all integers \( n \geq 2 \),
\[
\sqrt{\frac{2n - 3}{2n - 2}} < \sqrt{\frac{2}{n-1}} \cdot \frac{\Gamma\left(\frac{n}{2}\right)}{\Gamma\left(\frac{n-1}{2}\right)} < \sqrt{\frac{2n - 2}{2n - 1}}.
\]

Furthermore, for all odd integers \( n \geq 3 \), the first member in (1) can be replaced by
\[
\frac{n}{2} \sqrt{(2n - 2)(2n + 1)}.
\]

There exist also the following estimates
\[
\sqrt{\frac{4n - 3}{4n - 2}} < 2^{2n-1} \sqrt{\frac{2n - 1}{2\pi}} \frac{B(n, n)}{B(n, n)} < \sqrt{\frac{4n - 2}{4n - 1}},
\]
where \( n = 1, 2, \ldots \) and \( B \) is the beta function.

References


If \( x > 1 \), then
\[
0 < \log I'(x) - \left( (x - \frac{1}{2}) \log x - x + \frac{1}{2} \log (2\pi) \right) < \frac{1}{x},
\]
\[
\frac{1}{2x} < \log x - \frac{I''(x)}{I(x)} < \frac{1}{x}
\]
and
\[
\frac{1}{x} < \frac{d^2}{dx^2} \log I(x) < \frac{1}{x - 1},
\]
where \( I' \) denotes the gamma function.

Remark. The function \( g \), defined by
\[
g(x) = x \frac{1}{\Gamma(x + 2)^{x + 1}}, \quad \frac{1}{\Gamma(x + 1)^x}
\]
is strictly concave for \( x \geq 0 \).
3.7 Integral Inequalities

References


3.6.56 If $n = 1, 2, \ldots$ and $0 < r < 1$, then

$$n' - (n - 1)^r \geq \frac{r}{n!} \Gamma(n + r).$$

Reference


3.6.57 Let functions $G$ and $H$ be defined by

$$G(u) = e^u u^{-u} \Gamma(1 + u), \quad G(0) = 1,$$

and

$$H(u, v) = \frac{G(u + v)}{G(u) G(v)} = \frac{u^u v^v}{(u + v)^{u+v}} \cdot \frac{\Gamma(1 + u + v)}{\Gamma(1 + u) \Gamma(1 + v)}.$$

Then, for $a > 0$ and $b > 1$,

$$\frac{1}{e} < \frac{1}{G\left(\frac{b - 1}{b}\right)} \leq H\left(\frac{1}{a}, \frac{b - 1}{b}\right) \leq 1,$$

$$\frac{1}{e} < \frac{1}{(1 + a)^{1/a}} < H\left(\frac{1}{a}, \frac{b - 1}{b}\right).$$

Reference


3.6.58 If $p > 0$, $q > 0$, $p > r$ and $q > s$, then for $r > 0$ and $s > 0$, we have

$$B(p, q) \leq \left(\frac{r}{r + s}\right)^r \left(\frac{s}{r + s}\right)^s B(p - r, q - s),$$

where $B$ is the beta function.

For $r < 0$ and $s < 0$, the reverse inequality holds.

Reference

KESAVA MENON, P.: Some inequalities involving the $\Gamma$- and $\zeta$-functions. Math. Student 11, 10–12 (1943).

3.7 Integral Inequalities

In many Sections inequalities involving integrals were treated. In this Section we also give some unconnected integral inequalities which are more or less general. However, our aim was mainly to collect those which appear to be simple, but interesting, and which at the same time seem to be useful in various research.
3. Particular Inequalities

3.7.1 Let $x$, $y$, $z$ be positive numbers not all equal, and define

$$ R = \frac{1}{2} \int_0^{+\infty} \left( (t + x^2) (t + y^2) (t + z^2) \right)^{-1/2} dt; $$

$$ \alpha = \frac{3}{\sum \frac{y^2}{x}}, \quad \beta = \left( \frac{3}{\sum \frac{x^2}{y}} \right)^{1/2}, \quad \gamma = \left( \frac{3}{\sum \frac{y^2}{x}} \right)^{1/2}, \quad \delta = \frac{3}{\sum \frac{xy}{y^2}}, $$

$$ \epsilon = (xyz)^{-1/3}, \quad \xi = \frac{1}{3} \sum \frac{1}{x}, \quad \eta = \left( \frac{1}{3} \sum \frac{1}{x^2} \right)^{1/2}, \quad \theta = \frac{1}{3} \sum \frac{x}{yz}, $$

where $\Sigma$ denotes a summation over the three cyclic permutations of $x$, $y$, $z$.

Let $\alpha_n$, ..., $\theta_n$ denote the result of replacing $x$, $y$, $z$ in the expressions for $\alpha$, ..., $\theta$ by $x_n$, $y_n$, $z_n$, where

$$ x_{n+1} = \frac{1}{2} (x_n + y_n)^{1/2} (x_n + z_n)^{1/2}, \quad y_{n+1} = \frac{1}{2} (y_n + z_n)^{1/2} (y_n + x_n)^{1/2}, $$

$$ z_{n+1} = \frac{1}{2} (z_n + x_n)^{1/2} (z_n + y_n)^{1/2} \quad (n = 0, 1, \ldots) $$

and $x_0 = x$, $y_0 = y$, $z_0 = z$. Then, for $n > 2$,

$$ \alpha < \beta < \alpha_1 < \beta_1 < \cdots < \alpha_n < \beta_n < R, $$

$$ R < \xi_n < \eta_n < \theta_n < \cdots < \xi_1 < \eta_1 < \theta_1 < \xi < \eta < \theta, $$

$$ R < \gamma_n < \delta_n < \epsilon_n < \xi_n < \eta_n < \cdots < \gamma_1 < \delta_1 < \epsilon_1 < \xi_1 < \eta_1 < \gamma < \delta $$

$$ < \epsilon < \xi < \eta. $$

This result was privately communicated to us by B. C. CARLSON [1], and it contains the results obtained earlier by G. PÓLYA and G. SZEGÖ [2], G. N. WATSON [3], G. S. S. ZÉGÖ [4], G. PÓLYA and G. SZEGÖ [5].
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3.7.2 Real polynomials $P_1, P_2, \ldots$, defined recursively by

$$ P_n(x) = 1 + \int_0^x P_{n-1}(t - t^2) dt \quad (n = 1, 2, \ldots), \quad \text{with} \quad P_0(x) = 1, $$

satisfy

$$ 0 \leq P_n(x) - P_{n-1}(x) \leq \frac{x^n}{n!} \quad \text{for} \quad 0 \leq x \leq 1. $$

Reference
3.7.3 If \( a > 0 \), then
\[
\int_a^\infty e^{-x^4} \, dx < \min\left( \frac{\sqrt{\pi}}{2}, \frac{1}{2a} e^{-a^2} \right).
\]

Reference
Ostrowski 3, p. 303.

3.7.4 Let \( f \) be defined by \( f(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^4} \, dt \). Then for \( x \geq 0 \) and \( y \geq 0 \) we have

\[
(1) \quad f(x)f(y) \geq f(x) + f(y) - f(x + y),
\]

with equality if and only if \( x \) or \( y \) is an end point of the closed interval \([0, +\infty]\).

Proof. First note that \( f(0) = 0 \) and \( f(+\infty) = 1 \). Then for any fixed \( y > 0 \), the function \( F \) defined for \( x \geq 0 \) by

\[
F(x) = f(x)f(y) - f(x) - f(y) + f(x + y)
\]

satisfies \( F(0) = F(+\infty) = 0 \). Rolle's theorem applied to the interval \([0, +\infty]\) insures the existence of a \( t \) in \((0, +\infty)\) such that \( F'(t) = 0 \). The derivative \( F' \) given by

\[
F'(x) = \frac{2}{\sqrt{\pi}} e^{-x^4} [f(y) - 1 + e^{-2xy-y^4}]
\]

is a decreasing function for \( x > 0 \). It follows that such a \( t \) is unique and \( F' \) has the same sign as \( t - x \). Therefore 0 and \(+\infty\) are the only zeros of \( F \) and \( F \) is positive elsewhere.

The above proof is due to R. J. Weinaucht.
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Remark. In Mitrinović 1, pp. 132–133, a proof of the inequality

\[
(2) \quad h(-x - y) \leq 2h(-x)h(-y)
\]

for \( x \geq 0 \) and \( y \geq 0 \) is given, where

\[
h(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-t^2/2} \, dt
\]

which is similar to (1).

Inequality (2) is due to C. G. Essen (see Nord. Mat. Tidskr. 9, 137 (1961)).
3.7.5 For all real \( x \),
\[
\int_0^x e^{-x^2/2} \, dx > \sqrt{\frac{\pi}{2}} \left( 1 - e^{-x^2} - \frac{1}{2} e^{-x^2/2} \right).
\]

Reference


3.7.6 If \( x > 0 \), then
\[
\int_0^{\pi/2} e^{-x^2 \sin^4 t} \sin t \, dt \leq \frac{\pi^2}{8x^2} (1 - e^{-x^4}).
\]

3.7.7 Let \( f(n) = \int_0^{\pi/4} \tan^n x \, dx \) (\( n \) is a natural number). Then
\[
f(n + 1) < f(n) \text{ for } n > 1,
\]

\[
\frac{1}{n+1} < 2f(n) < \frac{1}{n} \text{ for } n > 2.
\]

3.7.8 If \( n \) is a natural number, then
\[
\frac{\pi}{2(n + 1)} < \left( \int_0^{\pi/2} \sin^n \theta \, d\theta \right)^2 < \frac{\pi}{2n}.
\]

3.7.9 If \( x \geq 0 \) and \( p > 1 \), then
\[
\frac{2}{\pi x} \int_0^{\pi x} \left( \frac{\sin t}{t} \right)^2 \, dt \leq 1 - \frac{1}{p}.
\]

Reference


3.7.10 For \( x > 0 \),
\[
\int_x^{x+1} \sin \left( \frac{1}{t^2} \right) \, dt < \frac{2}{x}.
\]

3.7.11 If \( n \) denotes a positive integer and \( \lambda \) a positive number, then
\[
\frac{\pi}{2} \left[ \frac{1}{1 + \left( n + \frac{1}{2} \right)^2 \lambda^2} \right]^{1/2} + \int_{n\pi}^{(n+1)\pi} \frac{1}{1 + \lambda^2 \sin^2 x} \, dx < \frac{\pi}{2} \left[ \frac{1}{1 + \lambda^2 \sin^2 x} \right]^{1/2}.
\]

From University examination papers, The University of Glasgow 1958.

Comment. A proof of these inequalities as well as some stronger ones can be found in: D. S. Mitrović: Zbornik matematičkih problema, vol. 3. Beograd 1960, p. 267. Those stronger inequalities are:

\[
\frac{\pi}{2} \left[ \left( 1 + \left( n + \frac{1}{2} \right)^2 \lambda^2 \right)^{1/2} + \left[ 1 + (n + 1)^2 \lambda^2 \right]^{1/2} \right] < \int_{n\pi}^{(n+1)\pi} \frac{1}{1 + \lambda^2 \sin^2 x} \, dx < \frac{\pi}{2} \left\{ \frac{1}{1 + \lambda^2 \sin^2 x} + \left[ 1 + \left( n + \frac{1}{2} \right)^2 \lambda^2 \right]^{1/2} \right\}.
\]
3.7.12 If \( 0 < t < \pi \) and
\[
I(t) = \int_0^1 \frac{1}{(1 - 2x \cos t + x^2)^{3/2}} \, dx,
\]
then
\[
(1) \quad I(t) < \frac{T^2(\pi - t)}{8t^2} \quad \left(0 < t \leq \frac{\pi}{2}\right),
\]
and
\[
(2) \quad I(t) < \frac{1}{\sin^3 t} \quad \left(0 < t < \pi\right).
\]

**Proof.** Substituting \( x = \cos t + y \sin t \), we get
\[
(3) \quad I(t) = \frac{1}{\sin^2 t} \int_a^b \frac{1}{(1 + y^2)^{3/2}} \, dy \quad \text{(where } a = \tan \left(t - \frac{\pi}{2}\right) \text{ and } b = \tan \frac{t}{2}\text{)}
\]
\[
= \frac{1}{\sin^2 t} \sin \left(\arctan y\right) \bigg|_a^b
\]
\[
= \frac{1}{\sin^2 t} \left[ \sin \frac{t}{2} - \sin \left(t - \frac{\pi}{2}\right) \right].
\]
(3) together with
\[
\sin x - \sin y < |x - y| \quad (x \neq y),
\]
and
\[
\sin t > \frac{2}{\pi} t \quad \left(0 < t < \frac{\pi}{3}\right)
\]
implies (1).

Inequality (2) can be proved as follows:
\[
(x - \cos t)^2 + \sin^2 t \geq \sin^2 t,
\]
\[
1 - 2x \cos t + x^2 \geq \sin^2 t,
\]
\[
\frac{1}{(1 - 2x \cos t + x^2)^{3/2}} \leq \frac{1}{\sin^3 t}.
\]
By integration over \((0, 1)\) we obtain (2).

The proof of inequality (2) is due to B. Mesinović.

**Remark.** Substituting (3) into (2), we get an interesting inequality
\[
\sin \frac{t}{2} + \cos t < \frac{1}{\sin t} \quad (0 < t < \pi).
\]
It is easy to prove this inequality by dividing the interval \((0, \pi)\) into two subintervals \((0, \pi/3), (\pi/3, \pi)\).

See also 9.14 in Mitrinović 1, where is proved that
\[
I(t) < \frac{\pi^3}{24t^3} \quad \text{for} \quad 0 < t \leq \frac{\pi}{2},
\]
and this result is weaker than (1).
3.7.13 The following inequalities hold:

(1) \[ \int_0^1 \tanh \frac{1}{ax} \, dx < 1 \quad \text{for} \quad 0 < a \leq 1 \]

and

(2) \[ \int_0^1 \tanh \frac{1}{ax} \, dx < \frac{1 + \log a}{a} \quad \text{for} \quad a > 1. \]

Proof. Since \( \tanh x < 1 \) and \( \tanh x < x \) for \( x > 0 \), we have

\[ \tanh \frac{1}{ax} < \min \left( 1, \frac{1}{ax} \right) \quad \text{for} \quad a > 0 \quad \text{and} \quad x > 0, \]

and therefore

\[ \int_0^1 \tanh \frac{1}{ax} \, dx < \int_0^1 \min \left( 1, \frac{1}{ax} \right) \, dx \quad (a > 0), \]

from where we get (1) and (2).

Revised from a proof by D. V. SLAVIĆ.

3.7.14 Let \( n \) be a natural number, \( t \) a real number and \( f(t) = \prod_{k=1}^{n-1} (t - k) \). Then

\[ \frac{1}{(n-1)!} \int_0^\infty e^{-t} f(t) \, dt < \left( \frac{2}{e} \right)^n. \]

Reference


3.7.15 If \( a_1, \ldots, a_n \) are real numbers, then

\[ \int_0^\infty e^{-x} (1 + a_1 x + \cdots + a_n x^n)^2 \, dx \geq \frac{1}{n+1}. \]

Remark. This inequality was posed as a problem in book [1] by F. Bowman and F. A. Gerard. A simple proof was given by L. J. Mordell in [2]. This inequality was later generalized by L. J. Mordell [3] who determined the minimum value of some integrals of the form

\[ \int_{p}^{q} f(x) \left( a_0 + a_1 x + \cdots + a_n x^n \right)^2 \, dx, \]

where \( f \) is a real function such that for \( r \geq 0 \) the integral \( \int_{p}^{q} f(x) x^r \, dx \) exists.
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3.7.16 Let $P_n$ be a real polynomial of degree $n$ with the property $P_n(x) \geq 0$ for $x \geq 0$. Then
\[ -\left[ \frac{1}{2} \right] \int_0^\infty P_n(x) e^{-x} dx \leq \int_0^\infty P'_n(x) e^{-x} dx \leq \int_0^\infty P_n(x) e^{-x} dx. \]

Equality holds in the first inequality if and only if $P_n(x)$ is a non-negative multiple of $\left( \sum_{j=0}^{[n/2]} L_j(x) \right)^2$, where $L_j(x)$ is the LAGUERRE polynomial of degree $j$. Equality in the second inequality occurs if and only if $P_n(0) = 0$.

Reference


3.7.17 If $f$ and $g$ are real integrable functions on $[a, b]$, then
\[ \int_a^b \min(f(x), g(x)) \, dx \leq \min \left( \int_a^b f(x) \, dx, \int_a^b g(x) \, dx \right) \leq \max \left( \int_a^b f(x) \, dx, \int_a^b g(x) \, dx \right) \leq \int_a^b \max(f(x), g(x)) \, dx. \]

Communicated by P. R. BEESACK.

3.7.18 Let $f_0(x) > 0$ for $x \geq 0$ and let $f_n(x) = \int_0^x f_{n-1}(t) \, dt$ for $n = 1, 2, \ldots$ Then, for $x > 0$ and $n = 0, 1, 2, \ldots$,
\[ nf_{n+1}(x) < xf_n(x). \]

**Proof.** The result is obvious for $n = 0$. If we assume that (1) holds for some $n$, then for $x > 0$,
\[ nf_{n+2}(x) = n \int_0^x f_{n+1}(t) \, dt < \int_0^x tf_n(t) \, dt = xf_{n+1}(x) - f_{n+2}(x), \]
which implies
\[ (n + 1) f_{n+2}(x) < xf_{n+1}(x) \quad \text{for} \quad x > 0. \]

This completes the induction proof.

The above result is due to Roy O. Davies.
3.7.19 Let $f$ be a continuous nonnegative function for $x > 0$ and let
\[ \int_{-\infty}^{+\infty} f(x) \, dx = 1. \]

If $g$ is defined by
\[ g(t) = \int_{-\infty}^{+\infty} f(x) \cos tx \, dx \quad (t \text{ real}), \]
then
\[ g(2t) > 2g(t)^2 - 1 \quad \text{for } t \neq 0. \]

Remark. A proof of this inequality can be found in: Mitrinović 1, pp. 133 – 134.

3.7.20 Let $f$ be a positive continuous function on $[0, 1]$ and
\[ I_n = \int_0^1 f(x)^n \, dx; \]
then, for $n > 1$,
\[ I_{n-1}^2 \leq I_n I_{n-2}. \]

Proof. Applying the Bunjakowski-Schwarz inequality, we obtain
\[ I_{n-1}^2 = \left( \int_0^1 f(x)^{n-1} \, dx \right)^2 = \left( \int_0^1 \left( f(x)^{n-2} f(x)^2 \right) \, dx \right)^2 \leq \int_0^1 f(x)^n \, dx \int_0^1 f(x)^{n-2} \, dx = I_n I_{n-2}. \]
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3.7.21 If the integrals
\[ \int_a^b F(x)^2 \, dx \quad \text{and} \quad \int_a^b (F(x) - x')^2 \, dx \quad (\equiv \lambda^2) \]
exist, then
\[ (1) \quad \left| \lambda - \left( \frac{b^{2r+1} - a^{2r+1}}{2^r + 1} \right)^{1/2} \right|^2 \leq \int_a^b F(x)^2 \, dx \]
\[ \leq \left| \lambda + \left( \frac{b^{2r+1} - a^{2r+1}}{2^r + 1} \right)^{1/2} \right|^2. \]

Proof. Let $F(x) = G(x) + H(x)$. If the integrals involved exist, we have
\[ (2) \quad \left( \int_a^b F(x)^2 \, dx \right)^{1/2} \leq \left( \int_a^b G(x)^2 \, dx \right)^{1/2} + \left( \int_a^b H(x)^2 \, dx \right)^{1/2} \]
and
\[ \left( \int_a^b (F(x) - G(x))^2 \, dx \right)^{1/2} \leq \left( \int_a^b F(x)^2 \, dx \right)^{1/2} + \left( \int_a^b G(x)^2 \, dx \right)^{1/2}. \]
i.e.,
\[
(3) \quad \left( \int_a^b (F(x))^2 \, dx \right)^{1/2} \geq \left( \int_a^b (F(x) - G(x))^2 \, dx \right)^{1/2} - \left( \int_a^b G(x)^2 \, dx \right)^{1/2}.
\]

Putting \( G(x) = x^r \) in (2) and (3), we get (1).
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3.7.22 Let \( f \) be a differentiable real-valued function defined on \([0, 1]\) and such that
\[
|f'(x)| \leq M \text{ for } 0 < x < 1.
\]

Then
\[
\left| \int_0^1 f(x) \, dx - \frac{1}{n} \sum_{k=1}^{n} f\left( \frac{k}{n} \right) \right| \leq \frac{M}{n}.
\]

Reference

3.7.23 Let \( f \) be a differentiable function on \((a, b)\) and let, on \((a, b)\),
\[
|f'(x)| \leq M. \text{ Then, for every } x \in (a, b),
\]
\[
\left| f(x) - \frac{1}{b - a} \int_a^b f(t) \, dt \right| \leq \left( \frac{1}{4} + \frac{(x - \frac{a + b}{2})^2}{(b - a)^2} \right) (b - a) M.
\]
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3.7.24 Let \( f \) be a differentiable function on \([a, b]\) and let \(|f'(x)| \leq M (M > 0)\) Then
\[
(1) \quad \left| \int_a^b f(x) \, dx - \frac{1}{2} (b - a) (f(a) + f(b)) \right|
\leq \frac{M(b - a)^2}{4} - \frac{1}{4M} (f(b) - f(a))^2.
\]

Inequality (1) has been proved by K. S. K. IYENGAR [1], while the same inequality has been proved geometrically by G. S. MAHAJANI [2].

Using similar geometrical arguments, G. S. MAHAJANI [2] has also proved the following results:

1° If \( f \) has a bounded derivative on \([a, b]\), i.e., if \(|f'(x)| \leq M (M > 0)\) and if \( \int_a^b f(x) \, dx = 0 \), then for \( x \in [a, b] \),
\[
(2) \quad \left| \int_a^x f(x) \, dx \right| \leq \frac{M(b - a)^2}{8};
\]
2° If, besides the conditions given in 1°, \( f(a) = f(b) = 0 \), then

\[
\left| \int_a^b f(x) \, dx \right| \leq \frac{M(b - a)^2}{16}.
\]

Remark 1. Putting \( f(a) = f(b) = 0 \) in (1), we obtain an inequality which is equivalent to the one indicated in Problem 121 of [3].

Remark 2. Putting \( g(x) = \int_a^x f(t) \, dt \), from 1° and 2°, we obtain the following results:

If \( |g''(x)| \leq M \) on \([a, b] \) and if \( g(b) = 0 \), then

\[
|g(x)| \leq \frac{M(b - a)^2}{8}.
\]

If \( |g''(x)| \leq M \) on \([a, b] \) and if \( g(b) = g'(a) = g'(b) = 0 \), then

\[
|g(x)| \leq \frac{M(b - a)^2}{16}.
\]

Comment by P. R. Beesack. Inequality (1) of K. S. K. Iyengar appears to be a very good one. A related inequality which is very easy to prove is

\[
m \frac{(b - a)^2}{2} \leq \int_a^b f(x) \, dx - (b - a) f(a) \leq M \frac{(b - a)^2}{2},
\]

if \( f' \) is continuous on \([a, b] \), and \( m \leq f'(x) \leq M \) on \([a, b] \).

To prove this, just integrate \( \int_a^b (f(x) - f(a)) \, dx \) by parts.

Remark 3. Let \( f \) have a continuous \( 2n \)-th derivative on \([a, b] \) and let \( |f^{(2n)}(x)| \leq M \) and \( f^{(r)}(a) = f^{(r)}(b) = 0 \) for \( r = 0, 1, \ldots, n - 1 \). Then

\[
\left| \int_a^b f(x) \, dx \right| \leq \frac{(n!)^2 M}{(2n)!} \frac{1}{(2n + 1)!} (b - a)^{2n + 1}.
\]

This inequality (see [4]) is in some connection with the above results.

References


3.7.25 Let \( n > m > 1 \), and let \( f \) be a real nonnegative function on \([0, +\infty) \) such that the integral \( \int_0^\infty f(x)^m \, dx \) exists in the Lebesgue sense.
Then the integral \( y = \int_0^x f(x) \, dx \) is finite for every \( x \) and

\[
\int_0^\infty \frac{y^n}{x^{n-r}} \, dx \leq \frac{1}{n-r-1} \left( \frac{r \Gamma \left( \frac{n}{r} \right)}{\Gamma \left( \frac{1}{r} \right) \Gamma \left( \frac{n-1}{r} \right)} \right)^{\frac{1}{r}} \left( \int_0^\infty f(x)^m \, dx \right)^{\frac{1}{m}},
\]

where \( r = \frac{n}{m} - 1. \)
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3.7.26 Let \( p > 1, f(x) \geq 0, r(x) > 0 \) for \( x > 0 \), and let \( r \) be an absolutely continuous function. If for some \( \lambda > 0 \) and for almost all \( x \)

\[
\frac{p-1}{p} + \frac{xr'(x)}{r(x)} \geq \frac{1}{\lambda},
\]

and if

\[
H(x) = \frac{1}{xr(x)} \int_0^x r(t) f(t) \, dt,
\]

then

\[
\int_0^\infty H(x)^p \, dx \leq \lambda^p \int_0^\infty f(x)^p \, dx.
\]

Remark. The above result together with some similar ones can be found in article [1] by N. Levinson. For \( r(x) \equiv 1 \) and \( \lambda = \frac{p}{p-1} \) the inequality quoted in [2], p. 240, is obtained.
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2. Hardy, Littlewood, Pólya: Inequalities.

3.7.27 Let \( f \) be a function which has a continuous first derivative on \([a, b]\). Then, for \( a \leq x \leq b \),

\[
\left| \left( f(x) - \frac{f(a) + f(b)}{2} \right)^2 - \left( f(b) - f(a) \right)^2 \right| \leq \left[ \int_a^b \left( f(x) - \frac{f(a) + f(b)}{2} \right)^2 \, dx \right]^{1/2} \int_a^b f(x)^2 \, dx.
\]

Reference

Ostrowski 3, p. 360.

3.7.28 If \( f \) is a periodic function with the primitive period \( 2\pi \), and if \( f' \) is continuous, then, for every \( x \) and \( y \),

\[
|f(x)^2 - f(y)^2| \leq \int_0^{2\pi} f(x)^2 \, dx \int_0^{2\pi} f'(x)^2 \, dx.
\]

This result is due to S. Warschawski (see: Ostrowski 3, p. 360).
3.7.29 If the second derivative $f''$ of a real function $f$ is a continuous function on $[a, b]$, then

$$\int_a^b (f''(x))^2 \, dx \geq \frac{12}{(b - a)^3} \left[ f(a) - 2f\left(\frac{a + b}{2}\right) + f(b) \right]^2.$$  
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3.7.30 If $f$ is never increasing for $x > 0$, then, for any $\lambda > 0$,

$$\lambda^2 \int_0^\infty f(x) \, dx \leq \frac{4}{9} \int_0^\infty x^2 f(x) \, dx.$$  

This inequality is due to Gauss. See [1], and for a generalization, [2].
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3.7.31 Let $f$ be a positive and nonincreasing function over the interval $[1, +\infty)$. If

$$g_n(t) = t^n f(t^n) \quad \text{for} \quad t > 1 \quad \text{and} \quad n = 0, 1, \ldots,$$

then

$$\frac{t - 1}{t} g_{n+1}(t) \leq \int t^n f(x) \, dx \leq (t - 1) g_n(t).$$

3.7.32 If $0 < a < b$ and $f(x) \geq 0$, $(xf(x))' \geq 0$, then

$$\left| \int_a^b f(x) \cos(\log x) \, dx \right| \leq 2bf(b).$$

Proof. From $(xf(x))' \geq 0$ it follows that $x \mapsto xf(x)$ is an increasing function. Hence,

$$\left| \int_a^b f(x) \cos(\log x) \, dx \right| = \left| \int_a^b f(x) \frac{\cos(\log x)}{x} \, dx \right|$$

$$\leq bf(b) \left| \int_a^b \cos(\log x) \frac{dx}{x} \right|$$

$$= bf(b) \left| \sin(\log b) - \sin(\log a) \right|$$

$$\leq 2bf(b).$$
3.7.33 Let \( g \) be a monotone and integrable function on \([a, b]\). Then
\[
\left| \int_a^b g(x) \cos x \, dx \right| \leq 2 \left( |g(a) - g(b)| + |g(b)| \right).
\]

Reference
Ostrowski 3, p. 137.

3.7.34 Let \( f \) be a real-valued, continuous function of \( x \) on \([a, b]\) which is not identically zero, and which satisfies the condition \( 0 \leq f(x) \leq M \). Then
\[
0 < \left( \int_a^b f(x) \, dx \right)^2 - \left( \int_a^b f(x) \cos x \, dx \right)^2 - \left( \int_a^b f(x) \sin x \, dx \right)^2 \leq \frac{1}{12} M^2 (b - a)^4.
\]
This result is due to O. Dunkel.

Remark 1. A. A. Bennett has proved a rather extensive generalization of the above inequalities. However, since the formulation of his hypotheses is rather complicated, we do not quote Bennett's generalization.

Remark 2. D. Ž. Djoković gave the following comment on Dunkel's inequality: Let
\[
J = \left( \int_a^b f(x) \, dx \right)^2 - \left( \int_a^b f(x) \cos x \, dx \right)^2 - \left( \int_a^b f(x) \sin x \, dx \right)^2.
\]
Then
\[
J = \iint_D f(x) f(y) (1 - \cos x \cos y - \sin x \sin y) \, dx \, dy
= \iint_D f(x) f(y) (1 - \cos (x - y)) \, dx \, dy,
\]
where \( D \) is the square \([a, b] \times [a, b]\).

Therefore,
\[
0 < J \leq M^2 \iint_D (1 - \cos (x - y)) \, dx \, dy = M^2 (b - a)^2 \left[ 1 - \left( \frac{\sin \frac{b - a}{2}}{\frac{b - a}{2}} \right)^2 \right].
\]
This is the best possible bound for \( J \), and is, therefore, better than (1).
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3.7.35 Let \( g \) be a monotone and integrable function on \([a, b]\) and let \( g(a) g(b) \geq 0, \ |g(a)| \geq |g(b)| \). Let, further, \( f \) be a real or a complex function, integrable on \([a, b]\). Then
\[
\left| \int_a^b f(x) g(x) \, dx \right| \leq |g(a)| \max_{a \leq u \leq b} \left| \int_a^u f(x) \, dx \right|.
\]

Reference
Ostrowski 3, p. 141.
3.7.36 Let \( g \) be a monotone and integrable function on \([a, b]\) and let \( f \) be a real or a complex function integrable on \([a, b]\). Then

\[
\left| \int_a^b f(x) g(x) \, dx \right| \leq |g(a)| \max_{a \leq u \leq b} \left| \int_a^u f(x) \, dx \right| + |g(b)| \max_{a \leq u \leq b} \left| \int_u^b f(x) \, dx \right|.
\]

Reference

Ostrowski 3, p. 141.

3.7.37 Let \( x \mapsto x + f(x) \) be a nondecreasing function on \([-1, +1]\) with \( f(1) \leq f(-1) \), and let \( \int_{-1}^{+1} f(x) \, dx = 0 \). Then

\[
\int_{-1}^{+1} f(x)^2 \, dx \leq \frac{2}{3}.
\]

For \( f(x) = -x \), equality holds.
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3.7.38 Let \( f \) be a nondecreasing continuous function on \([0, \pi]\), such that \( f(0) = 0 \) and \( f(\pi) = \pi \). Then

\[
\left| \int_0^\pi \exp(i\theta) - i\theta \, d\theta \right| > 2
\]

and the constant 2 cannot be replaced by any greater number.
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3.7.39 If \( f \) is a nonnegative and nonincreasing function over \( 0 \leq x \leq 1 \), then

\[
\frac{\int_0^1 xf(x) \, dx}{\int_0^1 f(x) \, dx} \leq \frac{\int_0^1 f(x) \, dx}{\int_0^1 f(x) \, dx}.
\]

(1)

Proof. By the above hypotheses we have

\[
\int_0^1 \int_0^1 f(x) f(y) (x - y) [f(x) - f(y)] \, dx \, dy \leq 0,
\]
3.7 Integral Inequalities

\[ \left( \int_{0}^{1} xf(x)^2 \, dx \right) \left( \int_{0}^{1} f(y) \, dy \right) - \left( \int_{0}^{1} xf(x) \, dx \right) \left( \int_{0}^{1} f(y)^2 \, dy \right) \]
\[ - \left( \int_{0}^{1} f(x)^2 \, dx \right) \left( \int_{0}^{1} yf(y) \, dy \right) + \left( \int_{0}^{1} yf(y)^2 \, dy \right) \left( \int_{0}^{1} f(x) \, dx \right) \]
\[ = 2 \left( \int_{0}^{1} xf(x)^2 \, dx \right) \left( \int_{0}^{1} f(x) \, dx \right) - 2 \left( \int_{0}^{1} xf(x) \, dx \right) \left( \int_{0}^{1} f(x)^2 \, dx \right) \leq 0, \]

whence (1) follows.
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Remark. For \( p(x) = F(x)^2, f(x) = x, g(x) = 1/F(x) \), Theorem 10 in 2.5 yields inequality (1).

3.7.40 Let \( f \) be an integrable function for \( x \in [a, b] \) and let \( F(x) = \int_{a}^{x} f(t) \, dt, |F(x)| \leq M(x - a) \) for \( a < x \leq b \) (\( M \) a positive constant); furthermore, let \( g \) be a nonnegative, nonincreasing and integrable function. Then

\[ \left| \int_{a}^{b} f(x) g(x) \, dx \right| \leq M \int_{a}^{b} g(x) \, dx. \]

Proof. Let \( a < \alpha < \beta \leq b \); we have

\[ \int_{a}^{\alpha} g(x) \, dx \geq (\alpha - a) \, g(x). \]

Then

\[ \left| \int_{a}^{\alpha} f(x) \, dx - g(\beta) \int_{a}^{\alpha} f(x) \, dx \right| = \left| \int_{a}^{\beta} f(x) \, dx \left[ g(x) - g(\beta) \right] \, dx \right| \]
\[ \leq |F(\alpha) \left[ g(\alpha) - g(\beta) \right] + \int_{a}^{\beta} F(x) \, d \left[ -g(x) + g(\beta) \right] | \]
\[ \leq M (\alpha - a) \, g(\alpha) + M \int_{\alpha}^{\beta} (x - a) \, d \left[ -g(x) + g(\beta) \right] \]
\[ \leq 2M \int_{a}^{\beta} g(x) \, dx + M \int_{a}^{\beta} g(x) \, dx - M (\beta - \alpha) \, g(\beta). \]
Letting $\alpha$ and $\beta$ tend to $a$, we see that \( \int_{a^+}^{b} f(x) g(x) \, dx \) exists. Taking $\beta = b$ and letting $\alpha \to a^+$, we obtain
\[
\left| \int_{a^+}^{b} f(x) g(x) \, dx \right| \leq M \int_{a}^{b} g(x) \, dx + g(b) \left[ F(b) - M (b - a) \right],
\]
which is somewhat stronger than (1), since $g(b) \left[ F(b) - M (b - a) \right]$ is negative.


**Reference**


**3.7.41** Let $a$ and $b$ be given positive numbers and let $f$ be a real function such that $f(0) = 0$, $f(a) = b$, $f(x) \geq 0$ and $f''(x) \geq 0$ on the segment $[0, a]$. Then
\[
2 \int_{0}^{a} \left(1 + f'(x)^2\right)^{1/2} \, dx \leq b (a^2 + b^2)^{1/2},
\]
with equality if and only if $f(x) = (b/a) x$.

**Reference**


**3.7.42** Let $H$ be a real function depending on $t$ and $u_1, \ldots, u_n$, defined for $0 \leq t \leq 1$, $-\infty < u_i < +\infty$, for $i = 1, \ldots, n$, and having continuous second derivatives. In order that
\[
\int_{0}^{1} H(t; f_1(t), \ldots, f_n(t)) \, dt \leq \int_{0}^{1} H(t; g_1(t), \ldots, g_n(t)) \, dt
\]
holds for each system of decreasing bounded functions $f_i, g_i (1 \leq i \leq n)$ satisfying
\[
\int_{0}^{x} f_i(t) \, dt \leq \int_{0}^{x} g_i(t) \, dt \quad (0 \leq x \leq 1, \ 1 \leq i \leq n)
\]
and
\[
\int_{0}^{1} f_i(t) \, dt = \int_{0}^{1} g_i(t) \, dt \quad (1 \leq i \leq n),
\]
it is necessary and sufficient that
\[
\frac{\partial^2 H}{\partial u_i \partial u_j} \geq 0 \quad (i, j = 1, \ldots, n)
\]
and
\[
\frac{\partial^2 H}{\partial t \partial u_i} \leq 0 \quad (i = 1, \ldots, n).
\]

**Reference**

3.7.43 If \( f'' \) is continuous on \([0, 1]\) and if \( f(0) = f(1) = 0 \), then

\[
\int_0^1 \left| \frac{f''(x)}{f(x)} \right| \, dx > 4.
\]

This inequality is the best possible.

Remark. Inequality (1) is due to A. M. Lyapunov (see 3.9.66). It is a special case of an inequality due to A. Beurling, which is, in turn, a special case of an inequality due to G. Borg. See \([1] - [3]\).

Inequality (1) has important applications in ordinary differential equations. See, for example, G. Borg \([4]\). For similar applications, as well as generalizations of (1) to complex differential equations and univalent functions, see Z. Nehari \([5]\) and P. R. Beesack \([6]\).
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3.7.44 Let \( f \) be a convex and a nonnegative function, and let \( F, L \) be increasing on \([0, +\infty)\) and absolutely continuous, let \( F(0) = 0 \) and let \( G = F \cdot L \). Then

\[
\int_0^{+\infty} \frac{d}{dx} (f(x)) \, dx \leq L(\max f) \int_0^{+\infty} \frac{d}{dx} (f(x)) \, dx.
\]

If \( F'(0) = 0, F'(x) > 0 \) for \( x > 0 \), finite equality holds if and only if, for some \( a, b > 0 \),

\[
f(x) = b \left( 1 - x/a \right) \text{ for } 0 \leq x \leq a \text{ and } f(x) = 0 \text{ for } x > a.
\]

Remark. This result is due to L. Shepp and is an answer to Problem 4954 proposed by D. J. Newman in Amer. Math. Monthly 69, 321–322 (1962). In fact, the above result generalizes the following inequality of Newman:

If \( f(x) \geq 0 \) and if \( f \) is a convex function, then

\[
\int_0^{+\infty} f(x)^2 \, dx \leq \frac{2}{3} (\max f(x)) \int_0^{+\infty} f(x) \, dx.
\]

The constant \( 2/3 \) is the best possible.
3. Particular Inequalities

3.7.45 Let the real function \( f \) be differentiable on \([a, b]\), and let \( f' \) be continuous and monotone. If, for \( a \leq t_1 < t_2 \leq b \),

\[
\frac{t_2 - t_1}{|f'(t_2) - f'(t_1)|} < K,
\]

where \( K \) does not depend on \( t_1 \) and \( t_2 \), then

\[
\left| \int_a^b \sin f(t) \, dt \right| < M \sqrt{K}.
\]

J. G. Van der Corput and E. Landau [1] have found that a value of \( M \) is \( 4 / \sqrt{2} \). E. Landau [2] showed later that the best possible constant is \( M = 2 / \sqrt{2} \max_{0 \leq x \leq \pi} \int_0^x (x - t^2) \, dt \).
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3.7.46 If a function \( f \) possesses a second derivative on \((a, b)\), then, for \( f'(b) \neq 0 \),

\[
\int_a^b f(x) \, dx \geq (b - a) f(a) + \frac{1}{2} \frac{(f(b) - f(a))^2}{f'(b)}
\]

according as \( f'(x) \geq 0 \) on \((a, b)\).
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Kesava Menon, P.: Some integral inequalities. Math. Student 11, 36—38 (1943)

3.7.47 Let \( f_1, \ldots, f_n \) be convex functions, defined on \( 0 \leq x \leq 1 \), such that

\[
f_k(x) \geq 0, \quad f_k(0) = 0 \quad (k = 1, \ldots, n);
\]

then

\[
\int_0^1 f_1(x) \cdots f_n(x) \, dx \geq \frac{2^n}{n+1} \left( \int_0^1 f_1(x) \, dx \right) \cdots \left( \int_0^1 f_n(x) \, dx \right).
\]
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3.7.48 Consider a closed real interval \([a, b]\) and real numbers \( \alpha \) and \( \beta \) with \( 0 < \alpha < \beta \). Let \( f \) be an integrable, concave and monotonely decreasing
function on \([a, b]\) for which \(f(a) = \beta\) and \(f(b) = \alpha\). Then the following inequalities hold \([1]\):

\[
1 \leq \frac{1}{(b-a)^2} \int_a^b f(x) \, dx \int_a^b f(x) \, dx \leq \frac{\left(\frac{\beta \log (\beta/\alpha) - \beta + \alpha}{\beta - \alpha}\right)^2}{2(\beta - \alpha) \left(\frac{\beta \log (\beta/\alpha)}{\beta - \alpha} - 1\right)}.
\]

These inequalities improve a result given in \([2]\).
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3.7.49 Let \(m\) and \(n\) be nonnegative numbers and \(m \leq n\). Then

\[
\left( (m + 1) \int_0^1 f(x)^m \, dx \right)^{1/m} \leq \left( (n + 1) \int_0^1 f(x)^n \, dx \right)^{1/n},
\]

where \(f(x)\) is a convex function in \(0 \leq x \leq 1\) and \(f(0) = 0\).
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3.7.50 Let \(x_1, \ldots, x_n\) be real numbers such that \(x_1 < \cdots < x_n\), and let

\[
f(x; x_1, \ldots, x_n) = \prod_{k=1}^n (x - x_k),
\]

\[
M = \max_{x_1 < x < x_n} \left| f(x; x_1, \ldots, x_n) \right|,
\]

\[
g(x_1, \ldots, x_n) = \frac{1}{M} \int_{x_1}^{x_n} f(x; x_1, \ldots, x_n) \, dx.
\]

Then

\[
(-1)^{n+1-k} \frac{\partial g(x_1, \ldots, x_n)}{\partial x_k} > 0.
\]

This is a conjecture due to D. Ž. DJOKOVIĆ. See Problem 5311. Amer. Math. Monthly 73, 788 (1966). No solution has appeared until now.

3.7.51 Let \(f, g, h\) be real functions defined for \(x \in A\), such that \(f, g\) are integrable and \(h\) measurable and bounded on \(A\). Let

\[
A(y) = \{x \mid h(x) \geq y\}, \quad B(y) = A - A(y) = \{x \mid h(x) < y\}.
\]

If

\[
\int_{A(y)} f(x) \, dx \geq \int_{B(y)} g(x) \, dx \quad \text{for all } y \in [0, + \infty)
\]
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and if
\[ \int_{B(y)} f(x) \, dx \leq \int_{B(y)} g(x) \, dx \quad \text{for all } y \in (-\infty, 0), \]
then
\[ \int_{A} g(x) \, h(x) \, dx \leq \int_{A} f(x) \, h(x) \, dx. \]

Remark. As a special case of this result, due to D. Banks [1], we have an inequality of P. R. Beesack [2], which in turn, as a consequence, yields an inequality of K. Tatarkiewicz [3].
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3.7.52 Let \( f \) be a real-valued, positive, continuous, increasing function defined on \( I = [0, 1] \). Then there exist two convex functions \( g_1 \) and \( g_2 \) on \( I \) such that \( 0 \leq g_1(x) \leq f(x) \leq g_2(x) \), and
\[ 2 \int_{0}^{1} g_1(x) \, dx \geq \int_{0}^{1} f(x) \, dx \geq \frac{1}{2} \int_{0}^{1} g_2(x) \, dx. \]

Constants 2 and 1/2 are the best possible.

The above result is due to A. S. Besicovitch and Roy O. Davies [1]. In connection with this T. Nishiura and F. Schnitzer [2] proved the following:

Let \( x = (x_1, \ldots, x_n) \), \( h = (h_1, \ldots, h_n) \). Let \( f: I^n \to R \) be such that \( f(x) \geq 0 \) and \( f(x + h) - f(x) \geq 0 \) for \( h_i \geq 0 \) \((i = 1, \ldots, n)\), and \( x + h \in I^n \). Then there exist two convex functions \( g_1 \) and \( g_2 \) such that \( 0 \leq g_1(x) \leq f(x) \leq g_2(x) \), and
\[ (n + 1)! \int g_1(x) \, dx \geq \int f(x) \, dx \geq \frac{n!}{(n + 1)^n} \int g_2(x) \, dx. \]

Constants \((n + 1)!\) and \( n!/(n + 1)^n \) are the best possible.

This result of T. Nishiura and F. Schnitzer appears as a corollary of a more general result also formulated and proved in [2].
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3.7.53 In the real interval \([a, b]\) let the real-valued function \(f\) be continuously four times differentiable. Then

\[
\frac{1}{2} (b - a) \left( f(a) + f(b) \right) \leq \int_a^b f(x) \, dx + \frac{1}{12} (b - a)^2 \left( f'(b) - f'(a) \right) + \frac{1}{384} (b - a)^4 \int_a^b \max \left(- f^{(4)}(x), 0 \right) \, dx.
\]
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3.7.54 If \(0 \leq a_1 < a_2 < \cdots < a_{2n+1} \leq 1\) and

\[
f(x) = \frac{(x - a_2)(x - a_4) \cdots (x - a_{2n})}{(x - a_1)(x - a_3) \cdots (x - a_{2n+1})},
\]

then, for \(0 < t < 1\),

\[
\frac{\Gamma \left( \frac{1}{2} + \frac{t}{2} \right) \Gamma \left( 1 - \frac{t}{2} \right)}{(1 - t) \sqrt{\pi}} \leq \int_0^1 |f(x)|^t \, dx \leq \frac{2^t}{1 - t}.
\]

Equality holds in the first inequality of (1) if and only if \(f(x) = \frac{1}{x - 1/2}\), and in the second if and only if \(f(x) = \frac{x - 1/2}{x(x - 1)}\).
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3.7.55 Let \(A\) be a given negative semidefinite quadratic form

\[
A(x, y) = a_{11}x^2 + 2a_{12}xy + a_{22}y^2 \quad (a_{11}, a_{22} \leq 0; a_{11}a_{22} - a_{12}^2 \geq 0).
\]

If \(D(M)\) is a parallelogram in the \(xy\)-plane, whose centre is \(M\), then the function \(\phi\) defined by

\[
\phi(M) = \iint_{D(M)} e^{A(x,y)} \, dx \, dy
\]

is a logarithmically concave function of \(M\).
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3.8 Inequalities in the Complex Domain

In several Sections of this book inequalities involving complex numbers or complex functions appear. In this Section several unconnected inequalities which cannot be incorporated in other Sections are cited. However, this Section could be considerably more extensive if, for example, inequalities related to properties of univalent or multivalent functions were included. Because of the lack of space we have restricted ourselves to some particular presented results.

Concerning these topics, see books [1] of P. Montel and [2] of W. K. Hayman, which contain many inequalities with bibliographical references.
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3.8.1 If \( z_1, \ldots, z_n \) are complex numbers, then

\[
1 \leq |1 + z_1| + |z_1 + z_2| + |z_2 + z_3| + \cdots + |z_n|,
\]

\[
1 \leq |1 + z_1| + |z_1 + 2z_2| + |2z_2 + 3z_3| + \cdots + |(n - 1) z_{n-1} + nz_n| + |nz_n|.
\]

Proof. We have

\[
1 = |(1 + z_1) - (z_1 + z_2) + (z_2 + z_3) - z_3|,
\]

\[
\leq |1 + z_1| + |z_1 + z_2| + |z_2 + z_3| + |z_3|,
\]

and, similarly,

\[
1 = |(1 + z_1) - (z_1 + 2z_2) + (2z_2 + 3z_3) - \cdots - (-1)^{n-1} (n - 1) z_{n-1} + nz_n + (n - 1)^n nz_n|,
\]

\[
\leq |1 + z_1| + |z_1 + 2z_2| + |2z_2 + 3z_3| + \cdots + |(n - 1) z_{n-1} + nz_n| + |nz_n|.
\]

3.8.2 If \( a \) and \( b \) are two complex numbers with

\[
|\arg a - \arg b| \leq \theta \leq \pi,
\]

then, for positive integer \( n \),

\[
|a - b|^n \leq (|a|^n + |b|^n) \max \left(1, 2^{n-1} \sin^n \frac{\theta}{2}\right).
\]
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3.8.3 Let \( \alpha \) be a real number and let \( 0 < \theta < \pi/2 \). If \( z_1, \ldots, z_n \) are complex numbers such that

\[
\alpha - \theta \leq \arg z_v \leq \alpha + \theta \quad (v = 1, \ldots, n),
\]
then
\[ \left| \sum_{v=1}^{n} z_v \right| \geq (\cos \theta) \sum_{v=1}^{n} |z_v|. \]

**Proof.** We have
\[ \left| \sum_{v=1}^{n} z_v \right| = \left| e^{-i\alpha} \sum_{v=1}^{n} z_v \right| \geq \text{Re} \left( e^{-i\alpha} \sum_{v=1}^{n} z_v \right) \]
\[ = \sum_{v=1}^{n} |z_v| \cos(-\alpha + \arg z_v) \geq (\cos \theta) \sum_{v=1}^{n} |z_v|. \]

**Remark.** Inequality (1) is a complementary triangle inequality. It is difficult to say where it appeared for the first time in literature. We have found that the special case \( \alpha = \theta = \pi/4 \) was proved by M. Petrovitch [1] in 1917. The general case of this inequality appears in a later paper [2] of M. Petrovitch. He also applied (1) to derive some inequalities for integrals. Inequality (1) can be found also in J. Karamata's book [3] (pp. 300–301). In [3] one can find the following proposition:

If \( f \) is a complex-valued integrable function defined in the interval \( a \leq x \leq b \) and
\[-\theta \leq \arg f(x) \leq +\theta \quad (0 < \theta < \pi/2),\]
then
\[ \left| \int_{a}^{b} f(x) \, dx \right| \geq (\cos \theta) \int_{a}^{b} |f(x)| \, dx. \]

J. Karamata has also published inequality (1) in another book [4] (p. 155).

Inequality (1) has been rediscovered by H. S. Wilf [5] in 1963.

**Generalization.** The generalization of (1) to Hilbert and Banach spaces has been given recently by J. B. Diaz and F. T. Metcalf [6]. We quote their theorems which hold in any Hilbert space \( H \):

Let \( a \) be a unit vector in \( H \). Suppose the vectors \( x_1, \ldots, x_n \) satisfy
\[ 0 \leq r \leq \frac{\text{Re}(x_i, a)}{|x_i|} \quad (i = 1, \ldots, n), \]
whenever \( x_i \neq 0 \). Then
\[ r(|x_1| + \cdots + |x_n|) \leq |x_1 + \cdots + x_n|, \]
where equality holds if and only if
\[ x_1 + \cdots + x_n = r(|x_1| + \cdots + |x_n|) a. \]

Let \( a_1, \ldots, a_m \) be orthonormal vectors in \( H \). Suppose the vectors \( x_1, \ldots, x_n \) satisfy
\[ 0 \leq r_k \leq \frac{\text{Re}(x_i, a_k)}{|x_i|} \quad (i = 1, \ldots, n, \ k = 1, \ldots, m), \]
whenever \( x_i \neq 0 \). Then
\[ (r_1^2 + \cdots + r_m^2)^{1/2} (|x_1| + \cdots + |x_n|) \leq |x_1 + \cdots + x_n|, \]
where equality holds if and only if
\[ x_1 + \cdots + x_n = (|x_1| + \cdots + |x_n|)(r_1a_1 + \cdots + r_ma_m). \]

The following variant of (1) for \( \theta = \pi/2 \) appears in M. Marden [7] (p. 1):
If each complex number \( z_v \) \((v = 1, \ldots, n)\) has the properties that \( z_v \neq 0 \) and
\[ \alpha \leq \arg z_v < \alpha + \pi, \]
then their sum \( z_1 + \cdots + z_n \) cannot vanish.
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3.8.4 If \( z_1 \) and \( z_2 \) are complex numbers, and if \( c \) is a positive number, then

\[ |z_1 + z_2|^2 \leq (1 + c)|z_1|^2 + \left(1 + \frac{1}{c}\right)|z_2|^2, \]

with equality if and only if \( z_2 = cz_1 \).

This inequality is due to H. Bohr [1], p. 78.

Generalization. In the book [2] by J. W. Archbold the following generalization of (1) can be found:

If \( a_1, \ldots, a_n \) are positive numbers such that \( \sum_{k=1}^{n} 1/a_k = 1 \), then

\[ |z_1 + \cdots + z_n|^2 \leq a_1|z_1|^2 + \cdots + a_n|z_n|^2. \]

Proof of (2). If \( a_k, b_k \) \((k = 1, \ldots, n)\) are real numbers such that \( \sum_{k=1}^{n} 1/a_k = 1 \), then by Cauchy's inequality (see 2.1.2) we have

\[ \sum_{k=1}^{n} a_k b_k^2 = \left(\sum_{k=1}^{n} \frac{1}{a_k}\right) \left(\sum_{k=1}^{n} a_k b_k^2\right) \geq \left(\sum_{k=1}^{n} b_k\right)^2. \]

Putting \( b_k = |z_k| / \sqrt{\sum_{i=1}^{n} |z_i|} \) for \( k = 1, \ldots, n \), we get

\[ \sum_{k=1}^{n} a_k |z_k|^2 - \left(\sum_{k=1}^{n} |z_k|\right)^2 \geq 0. \]
Since
\[ \sum_{k=1}^{n} |z_k| \geq \left| \sum_{k=1}^{n} z_k \right|, \]
(3) yields (2).

This is a proof of G. Kalajdžić.

Remark. A. Makowski [3] has proved the following inequalities which are related to Bohr's inequality (1) in the case when \( z_1 \) and \( z_2 \) are real numbers: If \( a, b, x \) are real numbers and \( c > 0 \), then
\[
(a - b)^2 \sin x + (a + b)^2 \cos x \leq (1 + c |\cos 2x|) a^2 + \left( 1 + \frac{|\cos 2x|}{c} \right) b^2 \\
\leq (1 + c) a^2 + \left( 1 + \frac{1}{c} \right) b^2.
\]
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3.8.5 If \( a_1, \ldots, a_n \) are real and \( z_1, \ldots, z_n \) complex numbers, then
\[
\left( \sum_{k=1}^{n} a_k z_k \right)^2 \leq \frac{1}{2} \left( \sum_{k=1}^{n} a_k^2 \right) \left( \sum_{k=1}^{n} |z_k|^2 + \sum_{k=1}^{n} z_k \bar{z}_k \right),
\]
which improves Cauchy's inequality.

Equality holds if and only if, for \( k = 1, \ldots, n \), \( a_k = \text{Re}(\lambda z_k) \), where \( \lambda \) is a complex number, and \( \sum_{k=1}^{n} z_k \bar{z}_k \) is real and nonnegative.

Proof. By a simultaneous rotation of all the \( z_k \)'s about the origin, we get
\[ \sum_{k=1}^{n} a_k z_k \geq 0. \] This rotation does not affect the moduli
\[ \left| \sum_{k=1}^{n} a_k z_k \right|, \quad \left| \sum_{k=1}^{n} z_k \right|, \quad |z_k| \quad (k = 1, \ldots, n).\]

Thence, it is sufficient to prove inequality (1) for the case \( \sum_{k=1}^{n} a_k z_k \geq 0. \)

If we put \( z_k = x_k + iy_k \ (k = 1, \ldots, n) \), then
\[ \left( \sum_{k=1}^{n} a_k z_k \right)^2 = \left( \sum_{k=1}^{n} a_k x_k \right)^2 \leq \left( \sum_{k=1}^{n} a_k^2 \right) \left( \sum_{k=1}^{n} x_k^2 \right), \]
where we made use of Cauchy's inequality for real numbers (see 2.1.2). Since
\[ 2x_k^2 = |z_k|^2 + \text{Re} z_k \bar{z}_k, \]
we obtain
\[ \left| \sum_{k=1}^{n} a_k z_k \right|^2 \leq \frac{1}{2} \left( \sum_{k=1}^{n} a_k^2 \right) \left( \sum_{k=1}^{n} |z_k|^2 + \sum_{k=1}^{n} \text{Re} z_k \bar{z}_k \right). \]
From this inequality we get (1) taking into account that
\[ \sum_{k=1}^{n} \Re z_k^2 = \Re \sum_{k=1}^{n} z_k^2 \leq \left| \sum_{k=1}^{n} z_k \right|^2. \]

Remark. Inequality (1) is sharper than Cauchy’s inequality
\[ \left| \sum_{k=1}^{n} a_k z_k \right|^2 \leq \left( \sum_{k=1}^{n} |a_k|^2 \right) \left( \sum_{k=1}^{n} |z_k|^2 \right), \]
which also holds if we allow the \(a_k\)‘s to be complex, since
\[ \left| \sum_{k=1}^{n} z_k^2 \right| \leq \sum_{k=1}^{n} |z_k|^2. \]
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3.8.6 Let \(a_{ik}\) be elements of an \(n \times n\) complex matrix \(A\). Then,
\[ \Re \left( \sum_{i,k} a_{ik}^* a_{ki} \right) \leq \sum_{i,k} |a_{ik}|^2, \]
with equality if and only if \(A\) is hermitian.

If \(z_k\), for \(k = 1, \ldots, n\), are complex numbers, then
\[ \Re (z_1 z_2 + \cdots + z_{n-1} z_n + z_n z_1) \leq \sum_k |z_k|^2, \]
equality holding if and only if \(z_1 = z_3 = z_5 = \cdots = \overline{z_2} = \overline{z_4} = \overline{z_6} = \cdots.\)
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3.8.7 If \(z_1, \ldots, z_n (n \geq 3)\) are complex numbers, and \(z_{n+1} = z_1\), then
\[ \sum_{k=1}^{n} |z_k - z_{k+1}|^2 \geq 2 \left( \tan \frac{\pi}{n} \right) \Im \left( \sum_{k=1}^{n} \overline{z_k} z_{k+1} \right), \]
with equality if and only if
\[ z_k = \alpha \exp \frac{2\pi ik}{n} + \beta \quad (1 \leq k \leq n), \]
where \(\alpha\) and \(\beta\) are arbitrary complex numbers.
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3.8.8 If \(a_1, \ldots, a_n\) are complex numbers such that \(\sum_{k=1}^{n} |a_k| \leq h < 1\), then
\[ \left| \prod_{k=1}^{n} (1 + a_k) - 1 - \sum_{k=1}^{n} a_k \right| \leq \frac{h^2}{1 - h}. \]
If \(a_1, \ldots, a_n\) are complex numbers such that
\[
\left| \prod_{k \in I} (1 + a_k) - 1 \right| \leq \frac{1}{81}
\]
for all subsets \(I\) of \(\{1, \ldots, n\}\), then
\[
\sum_{k=1}^{n} |a_k| \leq \frac{8}{81}.
\]
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3.8.9 Let \(z_1\) and \(z_2\) be complex numbers, and let \(u\) and \(v\) be real numbers such that \(u \neq 0\), \(v \neq 0\) and \(u + v \neq 0\). Then
\[
\frac{|z_1 + z_2|^2}{u + v} \leq \frac{|z_1|^2}{u} + \frac{|z_2|^2}{v} \quad \text{for} \quad \frac{1}{u} + \frac{1}{v} > 0,
\]
and
\[
\frac{|z_1 + z_2|^2}{u + v} \geq \frac{|z_1|^2}{u} + \frac{|z_2|^2}{v} \quad \text{for} \quad \frac{1}{u} + \frac{1}{v} < 0.
\]

Equality occurs if and only if \(uvz_1 = uz_2\).

Proof. The above inequalities follow from the following identity:
\[
\frac{|z_1|^2}{u} + \frac{|z_2|^2}{v} - \frac{|z_1 + z_2|^2}{u + v} = \frac{|uvz_1 - uz_2|^2}{uw(u + v)^2}.
\]

Remark. The above inequalities are in connection with 3.8.4.
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3.8.10 Given \(n \geq 2\), \(\epsilon > 0\) and complex numbers \(z_1, \ldots, z_n\) and \(a_1, \ldots, a_n\), then
\[
(1) \quad \sum_{k=1}^{n} |z_k - a_k| < \epsilon \Rightarrow \prod_{k=1}^{n} z_k - \prod_{k=1}^{n} a_k < \epsilon \sum_{k=0}^{n-1} S_k e^{\epsilon - 1 - k},
\]
where \(S_k\) denotes the \(k\)-th elementary symmetric function of \(|a_1|, \ldots, |a_n|\).

Proof. If \(|z_1 - a_1| + |z_2 - a_2| < \epsilon\), then
\[
|z_1z_2 - a_1a_2| = |(z_1 - a_1)(z_2 - a_2) + a_1(z_2 - a_2) + a_2(z_1 - a_1)|
\leq |z_1 - a_1| |z_2 - a_2| + |a_1| |z_2 - a_2| + |a_2| |z_1 - a_1|
\leq \epsilon (\epsilon + |a_1| + |a_2|),
\]
i.e.,
\[
(2) \quad |z_1 - a_1| + |z_2 - a_2| < \epsilon \Rightarrow |z_1z_2 - a_1a_2| < \epsilon (\epsilon + |a_1| + |a_2|).
\]

Hence, (1) holds for \(n = 2\).
Let us suppose that assertion (1) holds for some fixed \( n \geq 2 \). We shall prove that it is also true for \( n + 1 \). We suppose that
\[
\sum_{k=1}^{n+1} |z_k - a_k| < \varepsilon.
\]

Using the identity
\[
\prod_{k=1}^{n+1} z_k - \prod_{k=1}^{n+1} a_k = \left( \prod_{k=1}^{n} z_k - \prod_{k=1}^{n} a_k \right) \left( (z_{n+1} - a_{n+1}) + a_{n+1} \right) + \left( \prod_{k=1}^{n} a_k \right) (z_{n+1} - a_{n+1})
\]
together with (1) and (2), we obtain
\[
\left| \prod_{k=1}^{n+1} z_k - \prod_{k=1}^{n+1} a_k \right| < (\varepsilon + |a_{n+1}|) \sum_{k=0}^{n-1} S_k e^{n-k} + \varepsilon |a_{n+1}| S_n
\]
\[
= \varepsilon^{n+1} + \varepsilon \sum_{k=1}^{n} (S_k + |a_{n+1}| S_{k-1}) e^{n-k}
\]
\[
= \varepsilon \sum_{k=0}^{n} S_k^* e^{n-k}.
\]

Here, \( S_k^* \) is the \( k \)-th elementary symmetric function of \( |a_1|, \ldots, |a_n|, |a_{n+1}| \).

The proof by induction is complete.

This result is due to D. S. Mitrinović.

3.8.11 If
\[
\tilde{d} (a, b) = \frac{|a - b|}{(1 + |a|^2)^{1/2} (1 + |b|^2)^{1/2}},
\]
than
\[
\tilde{d} (a, b) \leq \tilde{d} (a, c) + \tilde{d} (c, b),
\]

where \( a, b, c \) are complex numbers.

**Proof.** Starting from
\[
(a - b) (1 + \bar{c}c) = (a - c) (1 + b\bar{c}) + (c - b) (1 + \bar{a}c),
\]
it follows that
\[
|a - b| (1 + |c|^2) \leq |a - c| |1 + b\bar{c}| + |c - b| |1 + \bar{a}c|.
\]

Applying the inequality \( \tilde{u} - \tilde{v} \geq 0 \), written in its equivalent form
\[
(1 + uv) (1 + \bar{uv}) \leq (1 + |u|^2) (1 + |v|^2),
\]
to $|1 + bc|$, one finds that

$$\begin{align*}
|1 + bc|^2 &= (1 + bc)(1 + \overline{bc}) 
\leq (1 + |b|^2)(1 + |c|^2) 

&= (1 + |b|^2)(1 + |c|^2).
\end{align*}$$

Since

$$|1 + \overline{ac}|^2 \leq (1 + |a|^2)(1 + |c|^2),$$

inequality (3) reduces to (2) by the use of (4) and (5).

This elegant proof was given by S. Kakutani (see E. Hille: Analytic Function Theory, vol. 1. Boston-New York 1959, p. 49).

**Remark.** $d(a, b)$ is called the chordal distance of $a$ and $b$. It can easily be proved that $d(a, b)$ also satisfies

$$d(a, a) = 0,$$

$$d(a, b) > 0 \quad (a \neq b),$$

$$d(a, b) = d(b, a).$$

Since $d$, given by (1), satisfies (2), together with (6), it is a metric function on the set of complex numbers. Function $d$ also satisfies $d(a, b) \leq 1$, which can easily be proved.

### 3.8.12 If $a$ and $b$ are nonzero complex numbers, then

$$|a - b| \geq \frac{1}{2} \left( |a| + |b| \right) \left| \frac{a}{|a|} - \frac{b}{|b|} \right|. \tag{1}$$

Equality holds if and only if $|a| = |b|$. 

**Proof.** Putting $a = re^{i\theta}, b = -qe^{i\varphi}$ with $r, q > 0$, we get

$$\frac{|a - b|}{|a| + |b|} = \left| \frac{r}{r+q} e^{i\theta} + \frac{q}{r+q} e^{i\varphi} \right| = |u|,$$

$$\frac{1}{2} \left| \frac{a}{|a|} - \frac{b}{|b|} \right| = \left| \frac{e^{i\theta} + e^{i\varphi}}{2} \right| = |v|.$$

In the complex plane $u$ lies on the chord, joining the points $e^{i\theta}$ and $e^{i\varphi}$, of the unit circle, and $v$ is precisely the midpoint of this chord. Therefore $|u| \geq |v|$ with equality if and only if $u = v$, i.e., $r = q$. This proves (1).

This proof is due to M. Marjanović.

**Remark.** A more general result is demonstrated in the paper [1].

**Reference**

3.8.13 Let \( z \) and \( t \) be complex numbers such that \( |z| < 1 \) and \( |t| < 1 \). Then
\[
\frac{|z| - |t|}{1 - |z| |t|} \leq \left| \frac{z - t}{z^* - 1} \right| \leq \frac{|z| + |t|}{1 + |z| |t|} < 1.
\]

Reference

3.8.14 Let \( a \) and \( c \) be positive numbers and \( b \) a complex number such that
\[
f(z) = azz + bz + b^2z + c \geq 0
\]
for every complex number \( z \). Then

(1) \[ bb \leq ac, \]

(2) \[ f(z) \leq (a + c)(1 + zz), \]

with equality in (1) if and only if \( f(z) = 0 \) for some value of \( z \).

Proof. Put \( z = re^{it} \) and \( b = qe^{it} \), where \( r \) and \( q \) are positive or zero and \( \theta \) and \( t \) are real. Then, by the hypothesis,

(3) \[ f(z) = ar^2 + 2qr \cos(\theta + t) + c \geq 0, \]

(4) \[ f(z) \geq ar^2 - 2qr + c \geq 0, \]

for all values of \( r \) and \( \theta \), with equality in the first inequality of (4) for \( \cos(\theta + t) = -1 \). From (4) it follows that \( q^2 - ac \leq 0 \), with equality if and only if, for some value \( z = z_0 \), we have
\[
f(z_0) = ar_0^2 - 2qr_0 + c = 0,
\]

where \( |z_0| = r_0 \). Thus (1) is proved.

From \( q^2 - ac \leq 0 \) it follows that

(5) \[ qr \leq r \sqrt{ac} = \sqrt{a \cdot cr^2} \leq \frac{1}{2} (a + cr^2). \]

Now, we deduce from (3) and (5) that
\[
f(z) \leq ar^2 + 2qr + c \leq (ar^2 + c) + (a + cr^2)
\]
\[ = (a + c)(r^2 + 1), \]

and (2) is proved.

Remark 1. This result is due to N. Aronszajn and can be found in: H. Hamburger and M. S. Grimshaw: Linear Transformations in \( n \)-dimensional Vector Space. Cambridge 1951, pp. 76—77.

Remark 2. If \( f(z) \geq 0 \) for every \( z \), then the circle
\[
azz + bz + b^2z + c = 0
\]
must be imaginary or reduce to a point. This fact also yields (1).
3.8 Inequalities in the Complex Domain

3.8.15 In the following we shall give estimates of the modulus of a homographic function on a circle.

If the point \( z \) varies along the circle \((\gamma \neq 0)\) or the line \((\gamma = 0)\), which is given by

\[
\gamma z \bar{z} + \alpha \bar{z} + \bar{\alpha} z - \beta = 0 \quad (\beta, \gamma \text{ real and } \alpha \bar{\alpha} + \beta \gamma > 0),
\]

the point

\[
w = \frac{az + b}{cz + d} \quad (ad - bc \neq 0)
\]

also varies along the circle or the line

\[
(\alpha c - \gamma d) \bar{d} + (\beta c + \bar{\alpha} d) \bar{c} 
\]

\[
- [(\alpha c - \gamma d) b + (\beta c + \bar{\alpha} d) a] w + [(\alpha a - \gamma b) \bar{b} + (\beta a + \bar{\alpha} b) \bar{a}] = 0.
\]

This equation determines a circle if

\[
D = (\alpha c - \gamma d) \bar{d} + (\beta c + \bar{\alpha} d) \bar{c} \neq 0.
\]

Comparing the equation \(|w - \rho| = R\) with (2), we get

\[
R^2 = \rho \bar{\rho} - \frac{(\alpha a - \gamma b) \bar{b} + (\beta a + \bar{\alpha} b) \bar{a}}{D}
\]

and

\[
\rho = \frac{1}{D} [(\alpha c - \gamma d) b + (\beta c + \alpha d) a].
\]

These imply that

\[
R^2 = \frac{1}{D^2} \left\{\left[(\alpha c - \gamma d) \bar{b} + (\beta c + \alpha d) \bar{a}\right] [\alpha c - \gamma d) \bar{b} + (\beta c + \alpha d) \bar{a}] \right.
\]

\[- \left. \left[(\alpha a - \gamma b) \bar{b} + (\beta a + \bar{\alpha} b) \bar{a}\right] [\alpha c - \gamma d) \bar{d} + (\beta c + \bar{\alpha} d) \bar{c}]\right\}
\]

\[
= \frac{1}{D^2} (ad - bc) (\bar{ad} - \bar{bc}) \left(\alpha \bar{\alpha} + \beta \gamma\right),
\]

and consequently

\[
R = \frac{1}{|D|} \left|ad - bc\right| \sqrt{\alpha \bar{\alpha} + \beta \gamma}.
\]

Starting with (2), we find directly

\[
R^2 - |\rho|^2 = -\frac{1}{D} [(\alpha a - \gamma b) \bar{b} + (\beta a + \bar{\alpha} b) \bar{a}].
\]

So, it follows that

\[
|R - |\rho|| = \frac{|R^2 - |\rho|^2|}{R + |\rho|}
\]

\[
= \frac{|(\alpha a - \gamma b) \bar{b} + (\beta a + \bar{\alpha} b) \bar{a}|}{|ad - bc| \sqrt{\alpha \bar{\alpha} + \beta \gamma} + |(\alpha c - \gamma d) b + (\beta c + \alpha d) a|}. 
\]
If the point $z$ varies along (1) and if $D \neq 0$ and $ad - bc \neq 0$, starting with
\[ |w - \mathfrak{p}| - |\mathfrak{p}| \leq |w| \leq |w - \mathfrak{p}| + |\mathfrak{p}|, \]
we get
\[ |R - |\mathfrak{p}| | \leq \left| \frac{az + b}{cz + d} \right| \leq R + |\mathfrak{p}|, \tag{7} \]
where $|R - |\mathfrak{p}| |$, $R$ and $\mathfrak{p}$ are given by (6), (5), (4) respectively.

If $D = 0$ and $ad - bc \neq 0$, starting with
\[ |A\overline{w} + \overline{A}w| \leq |A\overline{w}| + |\overline{A}w| = 2 |A| |w|, \]
we get, according to (2),
\[ \frac{1}{2} \left| \frac{B}{A} \right| \leq \left| \frac{az + b}{cz + d} \right| \quad (A \neq 0), \tag{8} \]
where
\[ A = (\overline{\alpha}c - \gamma \overline{d}) b + (\beta \overline{c} + \alpha \overline{d}) a, \]
\[ B = -[(\alpha a - \gamma b) \overline{b} + (\beta a + \alpha b) \overline{a}] . \]

Inequalities (7) and (8) present the requested bounds.

Remark. If $z$ is a real variable, then (7) becomes
\[ \frac{|ab - ba|}{|ad - bc| + |ad - bc|} \leq \left| \frac{az + b}{cz + d} \right| \leq \frac{|ad - bc| + |ad - bc|}{|cd - dc|} \tag{.} \]

References

MITRINOVIC, D. S.: Limitations en module d'une fonction homographique sur
155, 3-4 (1965).


3.8.16 If $n$ is a natural number and if $z$ and $a$ are complex numbers
such that $|z| \leq r$ and $|a| \leq r$, then
\[ \left| \frac{z^n - a^n}{z - a} - na^{n-1} \right| \leq \frac{1}{2} n (n - 1) r^{n-2} |z - a| \quad (z \neq a). \]

Proof. We have
\[ \frac{z^n - a^n}{z - a} - na^{n-1} = \sum_{k=0}^{n-1} z^k a^{n-1-k} - na^{n-1} \]
\[ = \sum_{k=0}^{n-1} a^{n-1-k} (z^k - a^k) \]
\[ = \sum_{k=0}^{n-1} (z - a) a^{n-1-k} (a^{k-1} + za^{k-2} + \cdots + z^{-1}). \]
Therefore,

\[ \left| \frac{z^n - a^n}{z - a} - na^{n-1} \right| \]

\[ \leq |z - a| \sum_{k=0}^{n-1} |a|^{n-1-k} \left( |a|^{k-1} + |z| |a|^{k-2} + \cdots + |z|^{k-1} \right) \]

\[ \leq |z - a| \sum_{k=0}^{n-1} kr^{n-2} \]

\[ = \frac{1}{2} n (n - 1) r^{n-2} |z - a| , \]

as asserted.

Remark. Revised from a proof by I. Lazarević.

3.8.17 If \( \text{Re } z \geq 1 \), then for any positive integer \( n \),

(1)

\[ |z^{n+1} - 1| \geq |z|^{n} |z - 1| . \]

Remark. This inequality was conjectured by R. Spira in Amer. Math. Monthly 68, 577 (1961), Problem 4975. A proof of (1) was given in the same journal, 69, 927–928 (1962). Another proof, given by D. Z. Djoković, was published in: Mitrinović 1, pp. 140–141.

3.8.18 Let \( b \neq 0 \) be a complex number and \( a > 0 \). If \( z \) is a complex variable satisfying

(1)

\[ |z + \frac{b}{z}| = a , \]

then

\[ \max_{z \in C} |z| = \frac{1}{2} \left( \sqrt{a^2 + 4|b|} + a \right) , \]

\[ \min_{z \in C} |z| = \frac{1}{2} \left( \sqrt{a^2 + 4|b|} - a \right) , \]

where \( C \) is the curve defined by (1).

Remark. For a proof of the above result see: Mitrinović 2, pp. 216–218.

3.8.19 Let \( 0 \leq \arg z \leq \pi , \quad -\infty < t < + \infty , \quad 0 \leq \arg (z + t) \leq \pi ; \) let \( n \) be an integer and \( 0 \leq n < r \leq n + 1 \). Then, uniformly with respect to \( z , \)

\[ \left| (z + t)^r - \sum_{k=0}^{n} \binom{r}{k} t^k z^{r-k} \right| \leq A_r |t|^{r} , \]
where the best possible value of $A_r$ is

$$A_r = 1 \quad \left(0 < r - n \leq \frac{1}{2} \text{ or } r = n + 1\right),$$

$$A_r \leq 2^{n+1-r} \sin \frac{\pi(r - n)}{2} \quad \left(\frac{1}{2} < r - n < 1\right).$$
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3.8.20 If $z = e^{i\theta} \cos \theta$ with $0 < \theta < \pi/2$ and if $n$ is a positive integer, then

$$|1 - z| < |1 - z^n|.$$  

Reference


3.8.21 If $z$ and $w$ are complex numbers and $\lambda \geq 2$, then

$$(1) \quad 2(|z|^\lambda + |w|^\lambda) \leq |z + w|^\lambda + |z - w|^\lambda.$$  

Proof. Without loss of generality, we can assume that $|z| \geq |w|$, so that $w = zre^{i\varphi} \ (0 \leq r \leq 1; \ \varphi \text{ real}).$

Now, (1) can be written as

$$(2) \quad 2(1 + r^\lambda) \leq |1 + re^{i\varphi}|^\lambda + |1 - re^{i\varphi}|^\lambda = f(r, \varphi, \lambda),$$

where

$$f(r, \varphi, \lambda) = (1 + r^2 + 2r \cos \varphi)^{\lambda/2} + (1 + r^2 - 2r \cos \varphi)^{\lambda/2}.$$

But

$$\min_{\varphi} f(r, \varphi, \lambda) = 2(1 + r^2)^{\lambda/2},$$

so that inequality (1) holds if

$$(3) \quad 1 + r^\lambda \leq (1 + r^2)^{\lambda/2}.$$  

The last inequality is true if

$$1 + \frac{\lambda}{2} r^2 \leq (1 + r^2)^{\lambda/2} \quad \text{and} \quad 1 + r^\lambda \leq 1 + \frac{\lambda}{2} r^2.$$  

Since these two inequalities hold for $0 \leq r \leq 1$ and $\lambda \geq 2$, inequality (1) is proved.
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3.8.22 Let $z$ be a complex number and $0 < |z| < 1$. Then

$$\frac{1}{4} |z| < |e^z - 1| < \frac{7}{4} |z|.$$ 

Reference


3.8.23 For all complex numbers $z = x + iy$,

$$|e^z - 1| \leq e^{|z|} - 1 \leq |z| e^{|z|}.$$ 

$$|\sinh y| \leq |\sin z| \leq |\cosh y|,$$

$$|\sinh y| \leq |\cos z| \leq |\cosh y|,$$

$$|\cosec z| \leq |\cosech |y||,$$

$$|\cos z| \leq |\cosh |z||, \quad |\sin z| \leq |\sinh |z||.$$ 

If $|z| < 1$, then

$$|\cos z| < 2 \quad \text{and} \quad |\sin z| \leq \frac{6}{5} |z|.$$ 

Reference


3.8.24 If $\frac{1}{2} < r \leq 1$ and $|z| \leq \frac{2r - 1}{4r^2}$, then

$$|e^z - \frac{4r^2}{4r - 1}| < \frac{2r(2r - 1)}{4r - 1}.$$ 

Reference


3.8.25 For any complex number $z$ and for any natural number $n$,

$$|e^z - \left(1 + \frac{z}{1!} + \cdots + \frac{z^n}{n!}\right)| \leq \frac{|z|^{n+1}}{(n+1)!}.$$ 

Proof. We have

$$|e^z - \left(1 + \frac{z}{1!} + \cdots + \frac{z^n}{n!}\right)| = \left|\sum_{k=n+1}^{+\infty} \frac{z^k}{k!}\right| \leq \sum_{k=n+1}^{+\infty} \frac{|z|^k}{k!}$$

$$\leq \frac{|z|^{n+1}}{(n+1)!} \sum_{k=0}^{+\infty} \frac{|z|^k}{k!} = \frac{|z|^{n+1}}{(n+1)!} e^{|z|}.$$ 

Reference

Remark by P. R. Beesack. By using a geometric series to majorize \( \sum_{k=n+1}^{+\infty} \frac{|z|^k}{k!} \) one gets
\[
\left| e^z - \left( 1 + \frac{z}{1!} + \cdots + \frac{z^n}{n!} \right) \right| \leq \frac{(n + 2) |z|^{n+1}}{(n + 1)! (n + 2 - |z|)} \quad \text{for } |z| < n + 2.
\]
This is an improvement of the above at least for all \( |z| < n + 1 \).

3.8.26 If \( n \) is a natural number and \( z \) any complex number, then
\[
(1 + \frac{z}{n})^n = 1 + z + \sum_{k=2}^{n} \left( 1 - \frac{1}{n} \right) \cdots \left( 1 - \frac{k-1}{n} \right) \frac{z^k}{k!}
\]
and
\[
\left| e^z - \left( 1 + \frac{z}{n} \right)^n \right| = \left| \sum_{k=2}^{+\infty} \frac{z^k}{k!} - \sum_{k=2}^{n} \left( 1 - \frac{1}{n} \right) \cdots \left( 1 - \frac{k-1}{n} \right) \frac{z^k}{k!} \right|
\]
\[
= \left| \sum_{k=n+1}^{+\infty} \frac{z^k}{k!} + \sum_{k=2}^{n} \left[ 1 - \left( 1 - \frac{1}{n} \right) \cdots \left( 1 - \frac{k-1}{n} \right) \frac{z^k}{k!} \right] \right|
\]
Since all the coefficients are positive, we may replace \( z \) by \( |z| \) to get the first inequality in (1).

If \( k \leq n \), then
\[
\frac{1}{k!} \left[ 1 - \left( 1 - \frac{1}{n} \right) \cdots \left( 1 - \frac{k-1}{n} \right) \right] \leq \frac{1}{k!} \left[ 1 - \left( 1 - \frac{k(k-1)}{2n} \right) \right] \leq \frac{1}{n(k-2)},
\]
because
\[
(1 - a_1) \cdots (1 - a_n) \geq 1 - \sum_{i=1}^{n} a_i \quad \text{for } a_1, \ldots, a_n \in [0, 1].
\]
For \( k > n \), we have
\[
\frac{1}{k!} \leq \frac{1}{2n(k-2)!}.
\]
This yields
\[
\left| e^{|z|} - \left( 1 + \frac{|z|}{n} \right)^n \right| < \frac{1}{2n} \sum_{k=2}^{+\infty} \frac{|z|^k}{k-2}! = \frac{|z|^2}{2n} e^{|z|},
\]
which, in turn, proves the second inequality in (1).

Remark 1. The inequality
\[
\left| e^z - \left( 1 + \frac{z}{n} \right)^n \right| < e^{|z|} \frac{|z|^2}{2n}
\]
is due to H. D. Kloosterman. See: Problem 23. Wisk. Opgaven 18, 70—72 (1943).
3.8 Inequalities in the Complex Domain

Remark 2. Concerning the first inequality in (1) the following result is valid: If

\[ f(z) = \sum_{k=0}^{+\infty} a_k z^k \quad \text{with} \quad a_k \geq 0 \quad \text{for} \quad |z| < R, \]

then

\[ |f(z)| \leq f(|z|) \quad \text{for} \quad |z| < R, \]

because

\[ \left| \sum_{k=0}^{+\infty} a_k z^k \right| \leq \sum_{k=0}^{+\infty} a_k |z|^k \quad \text{for} \quad |z| < R. \]

This statement was also applied in 3.8.25.
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3.8.27 For the function

\[ E(z, \rho) = (1 - z) \exp \left( z + \frac{z^2}{2} + \cdots + \frac{z^p}{p} \right) \]

the following inequalities hold

1° \[ |E(z, \rho) - 1| \leq |z|^\rho + 1 \quad (|z| \leq 1), \]

2° \[ \log |E(z, \rho)| \leq \begin{cases} |z|^\rho + 1 & (|z| \leq 1) \\ (2 + \log \rho) |z|^\rho & (|z| > 1). \end{cases} \]

Proof of 1°. For \( E(z, \rho) \) the following expansion is valid:

(1) \[ E(z, \rho) = 1 + \sum_{k=1}^{+\infty} A_{kp} z^k. \]

For the derivative of \( E(z, \rho) \), we have

(2) \[ \frac{d}{dz} E(z, \rho) = -z^\rho \left( 1 + \sum_{k=1}^{+\infty} B_{kp} z^k \right), \]

where \( B_{kp} \) (\( k = 1, 2, \ldots \)) are positive.

Starting with (1), we get

(3) \[ \frac{d}{dz} E(z, \rho) = \sum_{k=1}^{+\infty} kA_{kp} z^{k-1}. \]

By (2) and (3) one finds that

(4) \[ A_1p = A_2p = \cdots = A_{kp} = 0 \quad \text{and} \quad A_{kp} < 0 \quad (k > \rho). \]

Using (4), by (1) it follows that

(5) \[ |E(z, \rho) - 1| = \left| \sum_{k=p+1}^{+\infty} A_{kp} z^k \right| \leq \sum_{k=p+1}^{+\infty} |A_{kp}| |z|^k \]

\[ = |z|^\rho + 1 \sum_{k=p+1}^{+\infty} |A_{kp}| |z|^{k-\rho-1}. \]
By (5), since $|z| \leq 1$,

$$
|E(z, p) - 1| \leq |z|^{p+1} \sum_{k=p+1}^{+\infty} |A_{kp}|.
$$

(6)

Since $E(1, p) = 0$, by (1) and (4) follows:

$$
\sum_{k=p+1}^{+\infty} A_{kp} = -1.
$$

(7)

As all the $A_{kp}$'s are negative for $k > p$, (7) gives

$$
\sum_{k=p+1}^{+\infty} |A_{kp}| = 1.
$$

(8)

Starting with (6) and using (8), we get

$$
|E(z, p) - 1| \leq |z|^{p+1},
$$

where $|z| \leq 1$ and $p$ a natural number.

This inequality is due to L. Fejér (see for example [1]).

For $2^\circ$ see [2].
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3.8.28 For $|z| < 1$,

$$
|\log (1 + z)| \leq -\log (1 - |z|).
$$

Reference


3.8.29 If $T_n$ denotes the sum of the first $n + 1$ terms of the exponential series, then

$$
\frac{e^z - T_n}{z^{n+1}} - \frac{(n + 2)^2}{n (n + 4)} \leq \frac{2(n + 2)}{n(n + 4)}
$$

for $|z| \leq 1$ and $n = 1, 2, \ldots$
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3.8.30 If $0 < a < 1$ and

$$
b = \frac{1}{a} \left( \frac{e^{-a}}{1-a} - 1 \right),
$$

(1)
then
\[ |e^z| \leq |1 + z| (1 + b |z|), \]
for all complex numbers \( z \) satisfying \( |z| \leq a \).

**Proof.** Put \( z = x + iy, \ |z| = q \in (0, 1) \). We have
\[
\left| \frac{e^z}{1 + z} \right|^2 = \frac{e^{2x}}{1 + q^2 + 2x} = f(x) \quad (-q < x < q).
\]
Since \( f'(x) < 0, (2x < -q^2), f'(x) > 0 \ (2x > -q^2) \) and
\[
\frac{e^{-q} x}{1 - q} > \frac{e^q}{1 + q} \quad (0 < q < 1),
\]
we conclude that
\[
\max_{|z| = q} \left| \frac{e^z}{1 + z} \right| = \frac{e^{-q}}{1 - q} = g(q) \quad (0 < q < 1).
\]

From the fact that \( g(q) \) is convex on \((0, 1)\), and \( g(0) = 1, \ g'(0) = 0 \), we deduce that
\[
g(q) \leq 1 + bq \quad (0 \leq q \leq a),
\]
where \( b \) is given by (1). Inequality (2) is a consequence of (3) and (4).

**Remark.** As a consequence of (3) we see that the majorization of \( \left| \frac{e^z}{1 + z} \right| \) in a closed disk \( |z| \leq a \ (0 < a < 1) \) by a function \( h(|z|) \) is equivalent to the majorization of \( \frac{e^{-|z|}}{1 - |z|} \).

The above proof is due to S. B. Prešić and D. D. Adamović.

**Reference**


**3.8.31** Let \( z \) be a complex number and \( |z| < 1 \). Then
\[
\frac{|z|}{1 + |z|} \leq |\log (1 + z)| \leq |z| \frac{1 + |z|}{|1 + z|}.
\]

**Proof.** To prove the right-hand inequality, we start from the Taylor series for \( \log (1 + z) \), which represents the principal value of the logarithm for \( |z| < 1 \). We have
\[
(1 + z) \log (1 + z) = (1 + z) \left( z - \frac{z^2}{2} + \cdots + (-1)^{n-1} \frac{z^n}{n} + \cdots \right)
\]
\[
= z + \left( \frac{z^2}{2} - \frac{z^3}{3} + \cdots + (-1)^n \frac{z^n}{n-1} + \cdots \right)
\]
\[
= z \left[ 1 + z \left( \frac{1}{2} - \frac{z}{3} + \cdots + (-1)^n \frac{z^n}{(n+1)(n+2)} + \cdots \right) \right].
\]
Since \( |z| < 1 \), we get
\[
|1 + z| \log (1 + z) \leq |z| \left[ 1 + |z| \left( \frac{1}{2} + \frac{1}{2} \cdot \frac{1}{3} + \cdots + \frac{1}{n(n + 1)} + \cdots \right) \right]
\]
\[
= |z| \left[ 1 + |z| \left( \frac{1}{2} + \left( \frac{1}{2} - \frac{1}{3} \right) + \cdots + \left( \frac{1}{n} - \frac{1}{n + 1} \right) + \cdots \right) \right]
\]
\[
= |z| (1 + |z|),
\]
whence we have the second inequality of (1).

For the left-hand inequality, after setting \( z = |z| e^{i\theta} = re^{i\theta} \), we obtain
\[
\log (1 + z) = \int_0^r \frac{e^{i\theta}}{1 + te^{i\theta}} \, dt
\]
and consequently
\[
|\log (1 + z)| = \left| \int_0^r \frac{1}{1 + te^{i\theta}} \, dt \right| \geq \left| \text{Re} \int_0^r \frac{1}{1 + te^{i\theta}} \, dt \right|.
\]
Since, for \( 0 \leq t \leq r \leq 1 \),
\[
\text{Re} \frac{1}{1 + te^{i\theta}} = \frac{1 + t \cos \theta}{1 + 2t \cos \theta + t^2} \geq \frac{1}{1 + t} \geq \frac{1}{1 + r},
\]
we conclude that
\[
|\log (1 + z)| \geq \left| \text{Re} \int_0^r \frac{1}{1 + te^{i\theta}} \, dt \right| \geq \int_0^r \frac{1}{1 + r} \, d\theta = \frac{r}{1 + r},
\]
i.e., the first inequality of (1).

The above proof is due to S. E. Warschawski.
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3.8.32 Let \( n \) be a natural number greater than 1 and let
\[
E_n(z) = \frac{(-z)^{n-1}}{(n-1)!} \left[ -\log z + \psi(n) \right] - \sum_{m=0}^{\infty} \frac{(-z)^m}{(m - n + 1) m!},
\]
where \( |\arg z| < \pi \), \( \psi(1) = -\gamma \), \( \psi(n) = -\gamma + \sum_{m=1}^{n-1} \frac{1}{m} \), and \( \gamma = 0.5772156649 \ldots \) is Euler's constant.

We also define
\[
E_1(z) = -\gamma - \log z - \sum_{n=1}^{\infty} \frac{(-1)^n z^n}{nn!},
\]
where \( |\arg z| < \pi \).
For $x > 0$ and $n = 1, 2, \ldots$ the following inequalities hold:

\[ \frac{n-1}{n} E_n(x) < E_{n-1}(x) < E_n(x), \]

\[ E_n(x)^2 < E_{n-1}(x) E_{n+1}(x), \]

\[ \frac{1}{x+n} < e^x E_n(x) \leq \frac{1}{x+n-1}, \]

\[ \frac{d}{dx} \left( \frac{E_n(x)}{E_{n-1}(x)} \right) > 0. \]

If $x > 0$, then

\[ \frac{1}{2} \log \left( 1 + \frac{2}{x} \right) < e^x E_1(x) < \log \left( 1 + \frac{1}{x} \right). \]
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3.8.33 If $a$ and $c$ are positive numbers such that $c - a > 1$, and

\[ F(a, 1, c; -z) = 1 - \frac{a}{c} z + \frac{a(a+1)}{c(c+1)} z^2 - \cdots, \]

then

\[ |F(a, 1, c; -z) - \frac{H^2}{2H - 1}| \leq \frac{H(H - 1)}{2H - 1} \quad \text{for} \quad |z| \leq 1, \]

where

\[ H = F(a, 1, c; 1) = 1 + \sum_{n=0}^{+\infty} \frac{a(a+1) \cdots (a+n)}{c(c+1) \cdots (c+n)} \]

\[ = 1 + \sum_{n=0}^{+\infty} \frac{a(a+1) \cdots (a+n) n! (c+2n+1)}{c(c+1) \cdots (c+n) (c-a) (c-a+1) \cdots (c-a+n)}. \]

If $z = -1$, then equality holds in (2); and if $|z| \leq 1$, the real part of $F(a, 1, c; -z)$ is not less than $H/(2H - 1)$.

Consider now the hypergeometric function $F(a, 1, c; -z)$ defined by (1), where $a$ and $c$ are real numbers such that $c > a > 0$. Then

\[ |F(a, 1, c+1; -z) - \frac{c^2}{c^2 - a^2}| \leq \frac{ac}{c^2 - a^2} \quad \text{for} \quad |z| \leq 1; \]

\[ |F(a, 1, c+1; -z) - \frac{c}{2c - a}| \leq \frac{c}{2c - a} \quad \text{for} \quad \Re z \geq \frac{1}{2}; \]

\[ \left| \frac{1}{F(a, 1, c; -z)} - \frac{2c - a + c z}{2c - a} \right| \leq \frac{c - a}{2c - a} |z| \quad \text{for} \quad |z| \leq 1; \]

\[ \left| \frac{1}{F(a, 1, c; -z)} - \frac{c + a + c z}{c + a} \leq \frac{a}{c + a} |z| \quad \text{for} \quad \Re z \geq \frac{1}{2}. \right. \]
3. Particular Inequalities

Remark. From (3) and (4), for \(|z| \leq 1\), follow inequalities 3.8.31.
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3.8.34 Let \(z_1, \ldots, z_n\) be arbitrary complex numbers. Then there exists a subset \(M\) of \(\{1, \ldots, n\}\) such that

\[
\left| \sum_{k \in M} z_k \right| \geq \frac{1}{4 \sqrt{2}} \sum_{k=1}^{n} |z_k| .
\]

Proof. For \(r = 1, 2, 3, 4\) let

\[
M_r = \left\{ k \, | \, 1 \leq k \leq n, (r - 1) \frac{\pi}{2} - \frac{\pi}{4} < \arg z_k \leq (r - 1) \frac{\pi}{2} + \frac{\pi}{4} \right\}.
\]

By a known inequality we have

\[
\left| \sum_{k \in M_r} z_k \right| \geq \frac{1}{\sqrt{2}} \sum_{k \in M_r} |z_k| \quad (r = 1, 2, 3, 4).
\]

Taking \(M\) to be that of the \(M_r\)’s for which the sum \(\sum_{k \in M_r} |z_k|\) is maximal, we get (1).

Remark. For a stronger version of (1), see 3.8.36.
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3.8.35 If \(\alpha_k \in \mathbb{R}^n (k = 1, \ldots, m)\), then there exists a subset \(I\) of \(\{1, \ldots, m\}\) such that

\[
\left| \sum_{k \in I} \alpha_k \right| \geq \frac{1}{2n} \sum_{k=1}^{m} |\alpha_k| .
\]

We can prove a stronger inequality

\[
\left| \sum_{k \in I} \alpha_k \right| \geq \frac{1}{2n K_n} \sum_{k=1}^{m} |\alpha_k| ,
\]

where

\[
K_n = \int_0^{\pi/2} \cos^n \theta \, d\theta ,
\]

i.e.,

\[
K_{2r} = \frac{(2r - 1)!!}{(2r)!!} \frac{\pi}{2}, \quad K_{2r+1} = \frac{(2r)!!}{(2r + 1)!!} .
\]
Proof. For a unit vector $\alpha$ define

$$f(\alpha) = \sum_{k=1}^{m} (\alpha \alpha_k)^+, \quad \text{where, for real } x, \text{ we write } x^+ = \max(x, 0).$$

Integrating over the unit sphere $|\alpha| = 1$ in $E^n$, we get

$$\frac{1}{S_n(1)} \int f(\alpha) \, d\alpha = \frac{1}{S_n(1)} \sum_{k=1}^{m} \int (\alpha \alpha_k)^+ \, d\alpha,$$

where $S_n(1)$ is the surface area of the unit sphere.

Since the surface area of $S_n(r)$ is

$$S_n(r) = n \cdot 2^n \cdot K_1 \cdots K_{n-1},$$

we get

$$\frac{1}{S_n(1)} \int f(\alpha) \, d\alpha = \frac{1}{2nK_n} \sum_{k=1}^{m} |\alpha_k| \int_0^{\pi/2} (n - 1) 2^{n-1} K_1 \cdots K_{n-1} \sin^{n-2} \theta \cos \theta \, d\theta$$

$$= \frac{1}{2nK_n} \sum_{k=1}^{m} |\alpha_k|.$$

Hence, there is $\alpha$ such that

$$f(\alpha) \geq \frac{1}{2nK_n} \sum_{k=1}^{m} |\alpha_k|.$$

Let us define $I = \{k \mid 1 \leq k \leq m; \alpha \alpha_k > 0\}$. Then

$$\left| \sum_{k \in I} \alpha_k \right| \geq \sum_{k \in I} \alpha \alpha_k = \sum_{k=1}^{m} (\alpha \alpha_k)^+ = f(\alpha),$$

so that (3) implies (2).

The constant $1/(2nK_n)$ in (2) also is the best possible.


Inequality (2) and its proof are due to D. Ž. Djoković. This result, as well as that in 3.8.36 below, was recently rediscovered by W. W. Bledsoe in Amer. Math. Monthly 77, 180—182 (1970).

3.8.36 If $z_1, \ldots, z_m$ are complex numbers, then there exists a subset $I$ of $\{1, \ldots, m\}$ such that

$$\left| \sum_{k \in I} z_k \right| \geq \frac{1}{\pi} \sum_{k=1}^{m} |z_k|.$$

Proof. For real $x$ we shall write $x^+ = \max(x, 0)$.

Let $z_k = r_k (\cos \theta_k + i \sin \theta_k)$, $r_k = |z_k|$, $0 \leq \theta_k < 2\pi$. We define

$$f(\theta) = \sum_{k=1}^{m} r_k (\cos(\theta - \theta_k))^+.$$
Integrating, we get
\[
\frac{1}{2\pi} \int_0^{2\pi} f(\theta) \, d\theta = \frac{1}{2\pi} \sum_{k=1}^{m} r_k \int_{0}^{2\pi} (\cos(\theta - \theta_k))^+ \, d\theta
\]
\[
= \frac{1}{2\pi} \sum_{k=1}^{m} r_k \int_{-\pi/2}^{+\pi/2} \cos \theta \, d\theta
\]
\[
= \frac{1}{\pi} \sum_{k=1}^{m} r_k, \]

Consequently, there is a number \( \theta \) such that

\[
(2) \quad f(\theta) \geq \frac{1}{\pi} \sum_{k=1}^{m} |z_k|. \]

If \( I = \{ k \mid 1 \leq k \leq m, \cos(\theta - \theta_k) > 0 \} \), then

\[
\left| \sum_{k \in I} z_k \right| = \left| e^{-i\theta} \sum_{k \in I} z_k \right|
\]
\[
\geq \text{Re} \sum_{k \in I} e^{-i\theta} z_k
\]
\[
= \sum_{k \in I} r_k \cos(\theta - \theta_k)
\]
\[
= \sum_{k=1}^{m} r_k (\cos(\theta - \theta_k))^+
\]
\[
= f(\theta),
\]
so that (2) implies (1).

**Remark 1.** If at least one \( z_k \neq 0 \), it can be shown that we have strict inequality in (1). The constant \( 1/\pi \) is the best possible. This can be proved by taking

\[
z_{k+1} = \exp \left( \frac{2\pi i}{m} \right) \quad (k = 0, 1, \ldots, m - 1).
\]

**Remark 2.** Inequality (1) is taken from: N. BOURBAKI: Topologie générale. 2nd ed., Paris 1955, Chap. 5-8, p. 113. The above proof is also indicated therein. Inequality (1) is just the special case \( n = 2 \) of inequality (2) of 3.8.35.

**3.8.37** Let \( D_{k} = \max_{\{ z_1, \ldots, z_k \}} \prod_{m=1}^{k} \prod_{n=1}^{m-1} |z_m - z_n| \) for \( k = 2, 3, \ldots \), where \( \{ z_1, \ldots, z_k \} \) ranges over all the sets of \( k \) complex numbers which satisfy \( |z_m - z_n| \leq 2 \) for \( m, n = 1, \ldots, k \). Then

\[
k^{-k}D_k \geq \left( \sec \frac{\pi}{2k} \right)^{k-1} > \exp \left( \frac{1}{8} \pi^2 \left( 1 - \frac{1}{k} \right) \right) \quad \text{for} \quad k \equiv 1 \pmod{2};
\]

\[
k^{-k}D_k > 1 + \frac{1}{32} \frac{\pi^4}{k} \left( 1 - \frac{5}{2k} - \frac{2}{k^2} \right) \quad \text{for} \quad k \equiv 2 \pmod{4} \quad \text{and} \quad k \geq 6;
\]

\[
k^{-k}D_k > 1 + \frac{1}{32} \frac{\pi^4}{k} \left( 1 - \frac{4}{k} - \frac{6}{k^2} \right) \quad \text{for} \quad k \equiv 0 \pmod{4} \quad \text{and} \quad k \geq 8.
\]
3.8 Inequalities in the Complex Domain

We also have $D_2 = 4$, $D_3 = 64$, $D_4 = 256(1 + (2 - \sqrt{3})^2)^2$.

For sufficiently large $k$,

$$D_k < k^k \exp(15k^{6/7}).$$

In particular, for $k \geq 360$ we have

$$D_k < k^k \exp(3k(k - 2)^{-1/7}).$$
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3.8.38 Let $f$ be a regular and univalent function in the disk $|z| < 1$ such that $f(0) = 0$. Then, for $|z_1| < 1$ and $|z_2| < 1$,

$$\left| \frac{f(z_1)}{f(z_2)} \right| \leq \frac{|z_1|}{|z_2|} \left( \frac{|1 - z_1 \bar{z}_2| + |z_1 - z_2|}{1 - |z_1|^2} \right)^2 \cdot \left( \frac{|1 - z_1 \bar{z}_2| - |z_1 - z_2|}{|1 - z_1 \bar{z}_2| - |z_1 - z_2|} \right)^{1/2}.$$
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3.8.39 Let $f$ be regular in the disk $|z| \leq 1$. Then, for $|z| < 1$,

$$\frac{(1 - |z|^2)^2}{|z| + (1 + |z|^2)^{1/2}} |f'(z)| \leq \frac{1}{2\pi} \int_0^{2\pi} |f(e^{it})| \, dt.$$
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3.8.40 Let $f$ be an analytic function in the region $\text{Re} \, z \geq 0$, except possibly for poles on the axis of imaginaries. Furthermore, let

$$f(z) = \overline{f(\bar{z})} \quad \text{and} \quad \text{Re} \, f(z) \geq 0 \quad \text{in} \quad \text{Re} \, z \geq 0.$$

Then, for $\text{Re} \, z \geq 0$,

$$|f'(z)| \leq \frac{f(z) + f(\bar{z})}{z + \bar{z}}.$$
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3.8.41 Let $f(z)$ be an analytic function in the circle $|z| \leq R$. Let $M(r) = \max_{|z| = r \leq R} |f(z)|$, $A(r) = \max_{|z| = r \leq R} \text{Re} \, f(z)$. For $0 \leq |z| = r < R$, we have

$$|f(z)| \leq |f(0)| + \frac{2r}{R - r} \left( A(R) - \text{Re} \, f(0) \right),$$

$$\text{Re} \, f(z) \leq \text{Re} \, f(0) + \frac{2r}{R - r} \left( A(R) - \text{Re} \, f(0) \right),$$

$$|\text{Im} \, f(z) - \text{Im} \, f(0)| \leq \frac{2Rr}{R^2 - r^2} \left( A(R) - \text{Re} \, f(0) \right).$$
3. Particular Inequalities
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3.8.42 Let \( a_0, a_1, \ldots \) be real numbers such that \( 0 < \sum_{k=0}^{+\infty} a_k^2 < +\infty \). If \( 0 \leq \alpha < 1 \), then

\[
\sum_{i,j=0 \atop (i+j \text{ even})}^{+\infty} \frac{a_i a_j}{i + j + 1 - \alpha} \leq \frac{\pi}{2 \cos \frac{\pi \alpha}{2}} \sum_{k=0}^{+\infty} a_k^2,
\]

with equality if and only if \( 0 < \alpha < 1 \), \( a_0 = c, a_k = 0 \) for odd \( k \) and

\[
a_k = c \left( \frac{1}{2} \left( k - 1 - \alpha \right) \right)^{\frac{1}{2}}
\]

for even \( k \), where \( c \) is an arbitrary real constant different from 0.

Remark. This inequality is obviously closely related to HILBERT’s inequality (see 3.9.3).
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3.8.43 Let \( f \) be an analytic function in the closed disk \(|z| \leq 1\). Then for every \( \theta (0 \leq \theta < 2\pi) \) and \( \alpha > 0 \),

\[
\int_{-\pi}^{+\pi} |f(e^{it})|^\alpha \, dt \geq 2 \int_{-1}^{+1} |f(re^{i\theta})|^\alpha \, dr,
\]

with equality if and only if \( f \equiv 0 \). Constant 2 is the best possible.

Remark. This inequality is due to L. FEJÉR and F. RIESZ [1]. For its generalizations see [2]–[5].
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3.8.44 Let \( f \) be a continuous complex-valued function of a real variable \( x \) on \([a, b]\). If \( \theta \) denotes any real number, then
\[
\text{Re} \left( e^{i\theta} \int_a^b f(x) \, dx \right) = \int_a^b \text{Re} \{e^{i\theta} f(x)\} \, dx \leq \int_a^b |f(x)| \, dx,
\]
since for any complex number \( z \) the inequality \( \text{Re} z \leq |z| \) holds. Now, \( \int_a^b f(x) \, dx \) is itself a complex number, i.e.,
\[
\int_a^b f(x) \, dx = re^{it} \quad (t \text{ real}; \, r > 0).
\]

If \( \theta = -t \), then
\[
\text{Re} \left( e^{i\theta} \int_a^b f(x) \, dx \right) = r = \left| \int_a^b f(x) \, dx \right|
\]
which establishes the inequality
\[
\int_a^b f(x) \, dx \leq \int_a^b |f(x)| \, dx \quad (a < b).
\] (1)

We have tacitly supposed above that \( \int_a^b f(x) \, dx \neq 0 \), but (1) also holds if \( \int_a^b f(x) \, dx = 0 \).

This well known inequality can be used to deduce some interesting inequalities which would be difficult to prove otherwise.

**Example.** Taking, for instance \( f(x) = 1/(x + \lambda i)^{n+1} \), where \( i \) is the imaginary unit, \( n \) a positive integer and \( \lambda \) a real number, we get
\[
\frac{1}{n} \left| (a + \lambda i)^n - (b + \lambda i)^n \right| \leq \int_a^b \frac{1}{(a^2 + \lambda^2)^{n+1/2} \left( b^2 + \lambda^2 \right)^{n/2}} \, dx,
\] (2)

where \( a < b \).

For \( n = 1 \) and \( \lambda \neq 0 \), (2) becomes
\[
\frac{b - a}{\sqrt{(a^2 + \lambda^2) \left( b^2 + \lambda^2 \right)}} \leq \frac{1}{\lambda} \left( \arctan \frac{b}{\lambda} - \arctan \frac{a}{\lambda} \right) \quad (a < b).
\] (3)

**Remark.** Inequality (3) was proposed by D. S. Mitrinović as Problem 5283 in Amer. Math. Monthly 72, 428 (1965). A solution, based on some geometric considerations, was given by M. F. Neuts and M. N. Tata in the same journal, 73, 424 (1966). It was noted also that S. U. Rangarajan has proved an inequality in the other direction, namely
\[
\arctan b - \arctan a < \frac{\pi}{2} \frac{b - a}{\sqrt{(a^2 + 1) \left( b^2 + 1 \right)}}
\]
where \( a < b \) and \( ab > -1 \).
3.8.45 If a rectifiable curve $L$ lies inside another convex closed curve $C$ and $f$ is a regular function inside $C$, then an absolute constant $A$ exists so that

$$\int_L |f(z)| \, |dz| < A \int_C |f(z)| \, |dz|.$$  

This is called GABRIEL's problem.

The best possible constant $A'$ is not known, but it has been conjectured that $A' = 2$, which has been verified in the case when $C$ is a circle.

There exits a very simple proof that (1) holds with $A = 4$. A refinement of the argument yields $A = 3.6$.
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3.8.46 If $0 < p < q$ and $P(z) = a_0 + a_1z + \cdots + a_nz^n$ is a complex polynomial of degree $n$, then

$$\left( \frac{1}{2\pi} \int_{|z|=1} |P(z)|^q \, |dz| \right)^{1/q} < A_{p,q} n^{1/p - 1/q} \left( \frac{1}{2\pi} \int_{|z|=1} |P(z)|^p \, |dz| \right)^{1/p},$$

where $A_{p,q}$ is a constant which depends on $p$, $q$ only.
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3.9 Miscellaneous Inequalities

3.9.1 If $a$, $b$, $c$, $d \geq 0$ and $c + d \leq \min(a, b)$, then

$$ad + bc \leq ab \quad \text{and} \quad ac + bd \leq ab.$$  

3.9.2 Let $c_k$ be the $k$-th elementary symmetric function of real variables $x_1, \ldots, x_n$. The two systems of inequalities

$$c_1 > 0, \ldots, c_n > 0$$
and

\[(2) \quad x_1 > 0, \ldots, x_n > 0\]

imply each other.

**Proof.** The implication \((2) \Rightarrow (1)\) is trivial. In order to prove that \((1) \Rightarrow (2)\), we shall consider the algebraic equation

\[(3) \quad x^n - c_1 x^{n-1} + c_2 x^{n-2} - \cdots + (-1)^n c_n = 0,
\]

whose roots are \(x_1, \ldots, x_n\). After multiplication by \((-1)^n\), that equation leads to

\[(-x)^n + c_1 (-x)^{n-1} + c_2 (-x)^{n-2} + \cdots + c_n = 0.\]

Since \(c_k > 0\), it follows that all the roots of this equation are positive (we use the known fact that all the roots are real). This proves the above statement.
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**3.9.3** If \(a\) and \(b\) are positive numbers, then, for \(x, y\) real and \(x^2 + y^2 > 0\),

\[
\min (a, b) \leq \frac{a |x| + b |y|}{\sqrt{x^2 + y^2}} \leq \sqrt{a^2 + b^2}.
\]

**Reference**

OSTROWSKI 2, p. 290.

**3.9.4** For \(x^2 + y^2 + z^2 > 0\), we have

\[
2 \leq \frac{\sqrt{y^2 + z^2} + \sqrt{x^2 + z^2} + \sqrt{x^2 + y^2}}{\sqrt{x^2 + y^2 + z^2}} \leq \sqrt{6},
\]

where the lower bound is attained if and only if precisely one of \(x, y, z\) is non-zero, and the upper bound is attained if and only if \(x = y = z\).

**Reference**

OSTROWSKI 2, p. 290.

**3.9.5** Let \(b_1, \ldots, b_n\) be real numbers, let \(a_1 \geq \cdots \geq a_n \geq 0\), and let

\[(1) \quad \sum_{r=1}^{k} a_r \leq \sum_{r=1}^{k} b_r \quad (k = 1, \ldots, n).
\]

Then

\[(2) \quad \sum_{r=1}^{n} a_r^2 \leq \sum_{r=1}^{n} b_r^2.
\]
Proof. After multiplication by \( a_k - a_{k+1} \), (1) becomes

\[
(a_k - a_{k+1}) \sum_{r=1}^{k} a_r \leq (a_k - a_{k+1}) \sum_{r=1}^{k} b_r \quad (k = 1, \ldots, n),
\]

where \( a_{n+1} = 0 \). Summing both sides of (3) from \( k = 1 \) to \( k = n \), we obtain

\[
\sum_{r=1}^{n} a_r^2 \leq \sum_{r=1}^{n} a_r b_r.
\]

By Cauchy's inequality,

\[
\left( \sum_{r=1}^{n} a_r b_r \right)^2 \leq \left( \sum_{r=1}^{n} a_r^2 \right) \left( \sum_{r=1}^{n} b_r^2 \right),
\]

which with inequality (4) yields

\[
\left( \sum_{r=1}^{n} a_r^2 \right)^2 \leq \left( \sum_{r=1}^{n} a_r b_r \right)^2 \leq \left( \sum_{r=1}^{n} a_r^2 \right) \left( \sum_{r=1}^{n} b_r^2 \right),
\]

so (2) follows.

Equality holds in (2) if and only if \( a_r = b_r \) for \( r = 1, \ldots, n \).

3.9.6 Assume that

1° \( a_i, b_i, c_i, d_i \quad (i = 1, \ldots, n) \)

are all positive numbers;

2° \( \Sigma a_i \geq \Sigma c_i \);

3° \( a_i - c_i = b_i - d_i \quad (i = 1, \ldots, n) \).

Then

\[
\frac{\Sigma a_i \Sigma b_i}{\Sigma c_i \Sigma d_i} \leq \max \left( \frac{a_1 b_1}{c_1 d_1}, \ldots, \frac{a_n b_n}{c_n d_n} \right),
\]

In order that

\[
\frac{\Sigma a_i \Sigma b_i}{\Sigma c_i \Sigma d_i} \geq \min \left( \frac{a_1 b_1}{c_1 d_1}, \ldots, \frac{a_n b_n}{c_n d_n} \right),
\]

condition 2° would have to be replaced by \( \Sigma a_i = \Sigma c_i \).


3.9.7 If \( a \) and \( b \) are real numbers and \( r \geq 0 \), then

\[
|a + b|^r \leq c_r (|a|^r + |b|^r),
\]

where

\[
c_r = 1 \quad \text{for} \quad r \leq 1 \quad \text{and} \quad c_r = 2^{r-1} \quad \text{for} \quad r > 1.
\]
3.9 Miscellaneous Inequalities

**Proof.** Since \( x \mapsto f(x) = |x|^r \ (r > 1) \) is a convex function, we get

\[
\left| \frac{a + b}{2} \right|^r \leq \frac{1}{2} (|a|^r + |b|^r),
\]

whence

\[
|a + b|^r \leq 2^{r-1} (|a|^r + |b|^r).
\]

For \( r = 1 \), inequality (1) becomes

\[
|a + b| \leq |a| + |b|.
\]

Now, let \( 0 \leq r < 1 \). If \( a \) and \( b \) have opposite signs, the result is evidently true. Otherwise, let \( t = b/a \) with \( a \neq 0 \). Then inequality (1) becomes

\[
(1 + t)^r \leq 1 + t^r \quad (0 \leq r < 1).
\]

For \( r = 0 \) this result is trivial. Consider the function

\[
f(t) = (1 + t)^r - 1 - t^r \quad (0 < r < 1),
\]

which vanishes at \( t = 0 \) and decreases as \( t \) increases. This yields inequality (1) for \( a \neq 0 \). (1) also holds when \( a = 0 \).

This proves inequality (1) which is important in the Theory of Probability.

**Remark.** Inequality (1) is true also for \( a \) and \( b \) complex numbers. See, for example, Mitrinović 2, p. 99, and R. Shantaram: Problem E 2147. Amer. Math. Monthly 76, 1072–1073 (1969).

3.9.8 Let \( a_1, a_2, a_3 \) be positive numbers and let

(1) \( \min (a_1, a_2, a_3) < c_k < \max (a_1, a_2, a_3) \) for \( k = 1, 2, 3 \).

1° If (1) and \( c_1 + c_2 + c_3 \geq a_1 + a_2 + a_3 \) hold, then necessarily

\[
c_1c_2c_3 \geq a_1a_2a_3,
\]

\[
c_2c_3 + c_3c_1 + c_1c_2 \geq a_2a_3 + a_3a_1 + a_1a_2.
\]

Equality occurs if and only if the \( a_k \)'s and \( c_k \)'s in some order are equal.

2° If (1) and \( a_1a_2a_3 \geq c_1c_2c_3 \) hold, then necessarily

\[
a_1 + a_2 + a_3 \geq c_1 + c_2 + c_3
\]

(and indeed

\[
a_1^m + a_2^m + a_3^m \geq c_1^m + c_2^m + c_3^m \quad (m > 0)),
\]

with equality if and only if the \( a_k \)'s and \( c_k \)'s in some order are equal.

3° If (1) and \( a_2a_3 + a_3a_1 + a_1a_2 \geq c_2c_3 + c_3c_1 + c_1c_2 \) hold, then necessarily

\[
a_1 + a_2 + a_3 \geq c_1 + c_2 + c_3,
\]

with equality if and only if the \( a_k \)'s and \( c_k \)'s in some order are equal.
The above result is due to A. Oppenheim [1]. He recently showed (see [2]) that the first inequality in \(1^o\) can be strengthened, which is not the case with \(2^o\). Namely, he proved:

1'. Suppose that \(0 \leq n \leq 2\), that the \(c_i^o\)'s, \(a_i^o\)'s satisfy (1) and that \(c_1 + c_2 + c_3 \geq a_1 + a_2 + a_3\). Then

\[(a_1 + a_2 + a_3)^n c_1 c_2 c_3 \geq (c_1 + c_2 + c_3)^n a_1 a_2 a_3;\]

equality implies equality of the \(c_i^o\)'s and \(a_i^o\)'s.

For any \(n > 2\) the inequality fails for appropriately chosen \(a_i^o\)'s, \(c_i^o\)'s.

2'. Let \(\delta\) be an arbitrarily small positive number. Numbers \(a_i, c\) satisfying (1) and \(a_1 a_2 a_3 > c_1 c_2 c_3\) exist such that

\[(a_1 + a_2 + a_3) (c_1 c_2 c_3)^\delta < (c_1 + c_2 + c_3) (a_1 a_2 a_3)^\delta\]

although (by \(2^o\))

\[a_1 + a_2 + a_3 \geq c_1 + c_2 + c_3.\]

References.


3.9.9 If \(a_1, \ldots, a_n\) \((n > 1)\) are different real numbers, then

\[(1) \quad \min_{1 \leq i < k \leq n} (a_k - a_i)^2 \leq \frac{12}{n (n - 1)} (a_1^2 + \cdots + a_n^2).\]

**Proof.** Let \(a_1 < \cdots < a_n\), \(\min_{1 \leq i < k \leq n} (a_k - a_i)^2 = d^2\) \((d > 0)\), \(\min a_i^2 = a_j^2\), where \(j\) is a fixed index. Then, for \(i > j, a_i > 0\), while for \(i < j, a_i < 0\).

For \(i = 1, \ldots, n\), put \(b_i = a_j + (i - j) d\) which implies \(b_i = b_1 + (i - 1) d\).

Then, for \(i > j,\)

\[(2) \quad a_i = (a_i - a_{i-1}) + \cdots + (a_{j+1} - a_j) + a_j \geq (i - j) d + a_j\]

\[= b_i \geq a_j \geq -a_i,\]

and similarly for \(i < j,\)

\[(3) \quad a_i \leq b_i \leq -a_i.\]

From (2) and (3) we have

\[a_i^2 \geq b_i^2,\]

i.e.,

\[\sum_{i=1}^{n} a_i^2 \geq \sum_{i=1}^{n} b_i^2 = \sum_{i=1}^{n} (b_1^2 + 2b_i d (i - 1) + (i - 1)^2 d^2).\]
Whence, by the formula for the sum of squares of natural numbers, we have
\[ \sum_{i=1}^{n} a_i^2 \geq \sum_{i=1}^{n} b_i^2 = n \left( b_1 + \frac{n-1}{2} d \right)^2 + \frac{n(n-1)(n+1)}{12} d^2 \geq \frac{n(n-1)(n+1)}{12} d^2, \]
which implies inequality (1).

This proof is due to J. Polajnar. Another proof of (1), by indirect method, is given in Amer. Math. Monthly 76, 691 – 692 (1969), as an answer to Problem E 2032 proposed by D. S. Mitrićović.

Comment by S. B. Prešić. From (1) follows that the inequality
\[ \min_{1 \leq i < k \leq n} (a_k - a_i)^2 \leq \frac{12}{n(n^2 - 1)} \sum_{v=1}^{n} (a_v + t)^2 \]
holds for any real number \( t \).

Since the function \( f \) defined by \( f(t) = \sum_{v=1}^{n} (a_v + t)^2 \) attains its minimum \[ \sum_{v=1}^{n} a_v - \frac{1}{n} \left( \sum_{v=1}^{n} a_v \right)^2 \] for \( t = -\frac{1}{n} \sum_{v=1}^{n} a_v \), we get the inequality
\[ \min_{1 \leq i < k \leq n} (a_k - a_i)^2 \leq \frac{12}{n(n^2 - 1)} \left( \sum_{v=1}^{n} a_v^2 - \frac{1}{n} \left( \sum_{v=1}^{n} a_v \right)^2 \right), \]
which is stronger than (1).

3.9.10 Let \( a_1, \ldots, a_n \) and \( b_1, \ldots, b_n \) be two finite sets of real numbers with \( A = \max_k (a_k + b_k) \) and \( B = \min_k (a_k + b_k) \).

Furthermore, let \( i_1, \ldots, i_n \) and \( j_1, \ldots, j_n \) be permutations of \( 1, \ldots, n \) such that
\[ a_{i_1} \geq \cdots \geq a_{i_n} \quad \text{and} \quad b_{j_1} \leq \cdots \leq b_{j_n}. \]

If \( \bar{A} = \max_k (a_{i_k} + b_{j_k}) \) and \( \bar{B} = \min_k (a_{i_k} + b_{j_k}) \), then
\[ B \leq \bar{B} \leq \bar{A} \leq A. \]

Proof. Clearly, \( \min_k (a_{i_k} + b_{j_k}) = B \). In the sequence of sums \( \{a_{i_k} + b_{i_k}\} \) consider \( a_{i_1} + b_{i_1} \) and \( a_{j_1} + b_{j_1} \). If they are replaced by \( a_{i_1} + b_{j_1} \) and \( a_{j_1} + b_{i_1} \), the minimum of the new sequence is not less than \( B \), since the new sums are not less than the smaller of the removed sums.

Next, in the same way, replace the summands in the sums which contain \( a_{i_1} \) and \( a_{j_1} \), and so on. At each step the minimum of the sequence cannot decrease. After \( k \) such steps the sequence \( \{a_{i_k} + b_{i_k}\} \) transforms into the sequence \( \{a_{i_k} + b_{j_k}\} \), and thus we obtain \( B \leq \bar{B} \).

Analogously we prove \( \bar{B} \leq A \). Since \( \bar{B} \leq \bar{A} \), inequality (1) is, therefore, proved.
This proof is due to G. KALAJDŽIĆ.

Remark. Inequality (1) was proposed as Problem 50 in Matematičesko Prosveščenie 6, 330 (1961). However, this journal does not appear any more, this issue being the last published. So, no solution has been published in that journal.

3.9.11 Let $a_{ij}$ and $x_i$ ($i = 1, \ldots, k$; $j = 1, \ldots, n$) be nonnegative real numbers such that the numbers $a_{ij}$ are not all equal, and let

$$
\sum_{r=1}^{k} x_r = 1, \quad \text{and} \quad \min_i \left( \prod_{j=1}^{n} a_{ij} \right) = \prod_{j=1}^{n} a_{\mu j}, \quad \max_i \left( \prod_{j=1}^{n} a_{ij} \right) = \prod_{j=1}^{n} a_{\nu j}
$$

for $i = 1, \ldots, k$. Then

$$(1') \quad \prod_{j=1}^{n} a_{\mu j} \leq \prod_{j=1}^{n} \left( \sum_{i=1}^{k} x_i a_{ij} \right),$$

with equality if and only if $x_\mu = 1$, $x_i = 0$ for $i \neq \mu$.

In addition, the inequality

$$(1'') \quad \prod_{j=1}^{n} \left( \sum_{i=1}^{k} x_i a_{ij} \right) \leq \prod_{j=1}^{n} a_{\nu j}$$

holds if and only if

$$
\left( \sum_{j=1}^{n} \frac{a_{ij} - a_{\nu j}}{a_{\nu j}} \right) \left( \sum_{j=1}^{n} \frac{a_{ij} - a_{\nu j}}{a_{ij}} \right) \geq 0 \quad \text{for } i = 1, \ldots, k.
$$

In this case, equality is attained in (1'') if and only if $x_\nu = 1$, $x_i = 0$ for $i \neq \nu$.

Proof. We have

$$(3) \quad 0 \geq n - n \left( \prod_{j=1}^{n} a_{\nu j} \right)^{1/n} \geq n - \sum_{j=1}^{n} \frac{a_{\nu j}}{a_{ij}} = \sum_{j=1}^{n} \frac{a_{ij} - a_{\nu j}}{a_{ij}},$$

and, if we assume that (2) holds, then

$$(4) \quad \sum_{j=1}^{n} \frac{a_{ij} - a_{\nu j}}{a_{\nu j}} \leq 0 \quad (i = 1, \ldots, k).$$

Further,

$$(5) \quad \sum_{i=1}^{n} x_i a_{ij} \geq 0, \quad x_i \geq 0 \quad (j = 1, \ldots, n).$$

Putting $x_\nu = 1 - \left( \sum_{i=1}^{k} x_i - x_\nu \right)$, from (4) and (5) we find

$$
\prod_{j=1}^{n} \left( \sum_{i=1}^{k} x_i a_{ij} \right) = \prod_{j=1}^{n} a_{\nu j} \left( \prod_{j=1}^{n} \left( \sum_{i=1}^{k} x_i \frac{a_{ij} - a_{\nu j}}{a_{\nu j}} \right) + 1 \right)
$$

$$
\leq \prod_{j=1}^{n} a_{\nu j} \left( \frac{1}{n} \sum_{i=1}^{k} x_i \left( \sum_{j=1}^{n} \frac{a_{ij} - a_{\nu j}}{a_{\nu j}} \right) + 1 \right)^n \leq \prod_{j=1}^{n} a_{\nu j}.
$$
Conversely, suppose inequality \(1''\) holds, and consider the function

\[
f(x_1, \ldots, x_n) = \prod_{j=1}^{n} a_{v_j} \left( \sum_{i=1}^{k} x_i \frac{a_{ij} - a_{vj}}{a_{v_j}} + 1 \right).
\]

For \(x_i \in [0, 1] \ (i = 1, \ldots, k)\), \(f\) assumes its greatest value at the point with coordinates \(x_v = 1, x_i = 0\) for \(i \neq v \ (i = 1, \ldots, k)\). This means that the partial derivatives of the first order must be nonpositive; i.e.,

\[
(6) \quad \left( \frac{\partial f}{\partial x_j} \right)_{x_i=0, x_v=1} = \sum_{j=1}^{n} a_{ij} - a_{v_j} \leq 0 \quad (i = 1, \ldots, k; \ i \neq v).
\]

From (3) and (6) we obtain (2).

Let us now prove inequality \((1')\). Putting \(x_\mu = 1 - \left( \sum_{i=1}^{k} x_i - x_\mu \right)\), by the inequality between the weighted arithmetic and geometric means of positive numbers, we have

\[
\prod_{j=1}^{n} \left( \sum_{i=1}^{k} x_i a_{ij} \right) \geq \prod_{j=1}^{n} \prod_{i=1}^{k} a_{ij} = \prod_{j=1}^{n} a_{\mu j} \prod_{i=1}^{k} \left( \prod_{j=1}^{n} a_{ij} \right)^{x_i} \geq \prod_{j=1}^{n} a_{\mu j}.
\]

If all the numbers \(a_{ij} (j = 1, \ldots, n)\) are equal, then \((1')\) and \((1'')\) reduce to equalities.

**Remark.** The above result is due to G. Kalajdžić and is a development and a generalization of an idea suggested by Problem E 2113 by F. Sand published in Amer. Math. Monthly 75, 780 (1968).

### 3.9.12 Let \(a\) and \(x_1, \ldots, x_n\) be positive numbers such that \(\sum_{i=1}^{n} x_i = 1\). Then

\[
\prod_{i_1 < \cdots < i_k} \left( \sum_{j=1}^{k} x_{i_j} \right) \leq \left( \frac{k}{n} \right)^{\binom{n}{k}},
\]

\[
\prod_{i_1 < \cdots < i_k} \left( \sum_{j=1}^{k} (1 - x_{i_j}) \right) \leq \left( \frac{(n-1)k}{n} \right)^{\binom{n}{k}},
\]

\[
\sum_{i_1 < \cdots < i_k} \left( \prod_{j=1}^{k} \frac{1 - x_{i_j}}{x_{i_j}} \right)^a \geq \left( \frac{n}{k} \right)^{(n-1)ka},
\]

\[
\sum_{i_1 < \cdots < i_k} \left( \prod_{j=1}^{k} \frac{1}{1 - x_{i_j}} \right)^a \geq \left( \frac{n}{k} \right)^{(n-1)ka},
\]

\[
\sum_{i_1 < \cdots < i_k} \left( \prod_{j=1}^{k} \frac{1}{x_{i_j}} \right)^a \geq \left( \frac{n}{k} \right)^{nka}.
\]

Equality holds in all these cases if and only if \(x_1 = \cdots = x_n = 1/n\).
The above inequalities are due to V. Volenc, who, starting with these inequalities, gave a number of geometric inequalities which generalize some results of H. Gabai, J. Schopp, V. Thébault and Ž. Živanović.

3.9.13 If \( a_k > 0 \) for \( k = 1, \ldots, n \), then

\[
\sum_{k=1}^{n} (k!)^{1/k} \left( \frac{a_1 \cdots a_k}{k+1} \right)^{1/k} < \sum_{k=1}^{n} a_k.
\]
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3.9.14 Let \( a_1, \ldots, a_n \) and \( \alpha_1, \ldots, \alpha_n \) be real numbers such that

\[
\begin{align*}
\alpha_1 &= a_1 + \cdots + a_n, \\
\alpha_1 \alpha_2 &= a_2 + \cdots + a_n, \\
& \vdots \\
\alpha_1 \cdots \alpha_{n-1} &= a_{n-1} + a_n, \\
\alpha_1 \cdots \alpha_n &= a_n.
\end{align*}
\]

Then the system of inequalities

\[
0 < \alpha_k < 1 \quad (k = 1, \ldots, n)
\]

is equivalent to

\[
a_1 + \cdots + a_n < 1, \quad a_k > 0 \quad (k = 1, \ldots, n).
\]

Proof. From (1) we obtain

\[
a_n = \alpha_1 \cdots \alpha_n,
\]

\[
a_{n-1} = \alpha_1 \cdots \alpha_{n-1} (1 - \alpha_n),
\]

\[
a_{n-2} = \alpha_1 \cdots \alpha_{n-2} (1 - \alpha_{n-1}),
\]

\[
& \vdots \]

\[
a_1 = \alpha_1 (1 - \alpha_2),
\]

and also

\[
\alpha_1 = a_1 + \cdots + a_n,
\]

\[
\alpha_2 = \frac{a_2 + \cdots + a_n}{a_1 + \cdots + a_n},
\]

\[
\alpha_3 = \frac{a_3 + \cdots + a_n}{a_2 + \cdots + a_n},
\]

\[
& \vdots \]

\[
\alpha_n = \frac{a_n}{a_{n-1} + a_n}.
\]
From (4) we infer that (2) implies that $a_k > 0 \ (k = 1, \ldots, n)$ and $a_1 + \cdots + a_n < 1$, since $\alpha_1 = a_1 + \cdots + a_n$.
From (5) we infer that (3) implies (2).

3.9.15 Let $a_1, \ldots, a_n$ and $b_1, \ldots, b_n$ be real numbers and let
\[
\alpha = n^{-1/2} \sum a_i \quad \text{and} \quad \beta = n^{-1/2} \sum b_i.
\]
Then
\[
\sum a_i^2 \sum b_i^2 - (\sum a_i b_i)^2 \geq \alpha^2 \sum b_i^2 - 2 \alpha \beta \sum a_i b_i + \beta^2 \sum a_i^2,
\]
with equality if and only if the three row vectors
\[
a = (a_1, \ldots, a_n), \quad b = (b_1, \ldots, b_n) \quad \text{and} \quad e = n^{-1/2} (1, \ldots, 1)
\]
are linearly dependent.

**Proof.** If $A$ is a real $m \times n$ matrix, then the matrix $A^t A$ of type $n \times n$ is semidefinite positive, i.e., $\det A^t A \geq 0$, with equality if and only if rank $A = \min (m, n)$.

Now, let
\[
A = \begin{pmatrix}
a_1 & b_1 & n^{-1/2} \\
\vdots & \vdots & \vdots \\
a_n & b_n & n^{-1/2}
\end{pmatrix}.
\]
Then
\[
\det A^t A = \sum a_i^2 \sum b_i^2 - (\sum a_i b_i)^2 = \alpha^2 \sum b_i^2 - 2 \alpha \beta \sum a_i b_i + \beta^2 \sum a_i^2.
\]
The condition $\det A^t A \geq 0$ reduces to (1), with equality if and only if rank $A = \min (n, 3)$, i.e., if and only if the vectors $a, b, e$ are linearly dependent.

**References**


**Remark.** Inequality (1) is an improvement of Cauchy's inequality. For, the right side of (1) is $\geq 0$, because the discriminant of the quadratic form in $\alpha, \beta$ is not positive, by Cauchy's inequality.

3.9.16 Let $a_1, \ldots, a_n$ be nonnegative real numbers and
\[
A_k = A - (n - 1) a_k \quad (k = 1, \ldots, n)
\]
with
\[
A = a_1 + \cdots + a_n.
\]
If all $A_1, \ldots, A_n$ are also nonnegative, then
\[
a_1 \cdots a_n \geq A_1 \cdots A_n,
\]
\[ a_1 \cdots a_n \geq [(a_1 + \cdots + a_n) - (n - 1) a_1] \cdots [(a_1 + \cdots + a_n) - (n - 1) a_n]. \]

**Proof.** From (1) we find that, for \( k = 1, \ldots, n, \)

\[ a_k = \frac{A_1 + \cdots + A_{k-1} + A_{k+1} + \cdots + A_n}{n - 1}. \]

By the arithmetic-geometric mean inequality we have

(3) \[ a_k \geq (A_1 \cdots A_{k-1} A_{k+1} \cdots A_n)^{1/(n-1)}. \]

Multiplying inequalities (3) for \( k = 1, \ldots, n, \) we obtain (2).

Equality will hold in (2) if and only if there is equality in (3) for all \( k \)
or if some \( a_k \) is zero. Hence, we have equality in (2) if and only if \( a_1 = \cdots = a_n \geq 0, \) or if all \( a_1, \ldots, a_n \) are equal except one which is zero.

If \( n = 3 \) we can omit the condition concerning \( A_k. \) If \( n > 3 \) the conditions \( A_k \geq 0 \) are essential. This can be seen by taking \( a_1 = a_2 = 1, \)
\( a_3 = a_4 = \cdots = a_n = \varepsilon > 0, \) where \( \varepsilon \) is sufficiently small.

**Remark.** The above proof is revised from a proof by D. D. Adamović.
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3.9.17 If \( x_1, \ldots, x_n \) are real numbers such that

\[ \sum_{k=1}^{n} |x_k| = 1 \quad \text{and} \quad \sum_{k=1}^{n} x_k = 0, \]

then

(1) \[ \left| \sum_{k=1}^{n} a_k x_k \right| \leq \frac{1}{2} \left( \max_{1 \leq k \leq n} a_k - \min_{1 \leq k \leq n} a_k \right), \]

where \( a_1, \ldots, a_n \) are real numbers.

**Proof.** We can assume, with no loss of generality, that

\[ \min_{1 \leq k \leq n} a_k = a_1 \quad \text{and} \quad \max_{1 \leq k \leq n} a_k = a_n. \]

Then, in view of the hypothesis \( \sum_{k=1}^{n} x_k = 0, \) we have

(2) \[ \left| \sum_{k=1}^{n} a_k x_k \right| = \frac{1}{2} \left( \sum_{k=1}^{n} (2a_k - a_n - a_1) x_k \right) \leq \frac{1}{2} \sum_{k=1}^{n} |2a_k - a_n - a_1| |x_k| \cdot \]

Since the inequality \( |2a_k - a_n - a_1| \leq a_n - a_1 \) is equivalent to

\[ a_k^2 - (a_1 + a_n) a_k + a_1 a_n \leq 0 \quad (k = 1, \ldots, n), \]
which is true for \( a_1 \leq a_k \leq a_n \) and, furthermore, since \( \sum_{k=1}^{n} x_k = 1 \), inequality (2) yields

\[
\left| \sum_{k=1}^{n} a_k x_k \right| \leq \frac{1}{2} \sum_{k=1}^{n} (a_n - a_1) \left| x_k \right| = \frac{1}{2} \left( \max_{1 \leq k \leq n} a_k - \min_{1 \leq k \leq n} a_k \right).
\]

This completes the proof of (1).

The above proof is due to G. KALAJDŽIĆ.

3.9.18 Let \( \alpha_m = \frac{1}{n} \sum_{i=1}^{n} x_i^2 \), subject to the conditions \( \sum_{i=1}^{n} x_i = 0 \) and \( \sum_{i=1}^{n} x_i^2 = n \), where \( x_1, \ldots, x_n \) are real numbers.

\( \alpha_3 \) and \( \alpha_4 \) especially play an important part in skewness and kurtosis.

The following inequality

(1)

\[ \alpha_4 \geq \alpha_3^2 + 1 \]

seems to have first been stated by K. PEARSON [1]. Inequality (1) has later been proved by different methods by J. E. WILKINS [2] and M. C. CHAKRABARTI [3]. In [2] J. E. WILKINS also established that

(2)

\[ \alpha_3 \leq \frac{n - 2}{\sqrt{n - 1}} \]

and that this value is attained at the point \( P \):

\[ x_1 = \sqrt{n - 1}, \quad x_2 = \cdots = x_n = -\frac{1}{\sqrt{n - 1}}. \]

M. C. CHAKRABARTI also proved inequality (2) using STURM’s theorem, and then showed that

\[ \alpha_4 \leq n - 2 + \frac{1}{n - 1} \]

and that this value is attained at the same point \( P \).

All the above results are contained in an interesting paper [4] of M. LAKSHMANAMURTI. He proved that

\[ \alpha_{2m} \geq \alpha_{m+1}^2 + \alpha_m^2 \]

giving the conditions of equality, and also showed that

\[ \alpha_m \leq \frac{(n - 1)^{m-1} + (-1)^m}{n(n - 1)(m/2)!}, \]

where \( \alpha_m \) attains its upper bound at the point \( P \), where \( m \) need not be a positive integer.
3. Particular Inequalities
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4. Lakshmanamurti, M.: On the upper bound of $\sum_{i=1}^{n} x_i^m$ subject to the conditions $\sum_{i=1}^{n} x_i = 0$ and $\sum_{i=1}^{n} x_i^2 = n$. Math. Student 18, 111–116 (1950).

3.9.19 Consider a real sequence $(a_n)$ such that

$\Delta^v a_n > 0$ for $v = 0, 1, \ldots, k$, $\Delta^0 a_1 = a_1$, and $\Delta^{k+1} a_n = 0$,

where $\Delta^v a_k$ is as defined in 3.9.20.

If $S_n = a_1 + \cdots + a_n$, then

$$\frac{m+n}{n} < \frac{S_{m+n}}{S_n} < \frac{(m+n)}{(k+1)}.$$
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3.9.20 Let $a_1, a_2, \ldots$ be a sequence of real numbers, and let

$\Delta^0 a_k = a_k$, $\Delta^1 a_k = \Delta a_k = a_{k+1} - a_k$,

$\Delta^v a_k = \Delta (\Delta^{v-1} a_k)$ for $v = 2, 3, \ldots$ and $k = 0, 1, \ldots$

If $b \geq -1$, $(-1)^n \Delta^n a_0 > 0$ and

$$(-1)^{n-m} \Delta^{n-m} a_m \geq 0$$

for $m = 1, \ldots, n$,

then

$$\sum_{k=0}^{n} \binom{n}{k} b^k a_k > 0.$$

If $b \leq -1$, $\Delta^n a_0 > 0$ and

$$\Delta^{n-m} a_m \geq 0$$

for $m = 1, \ldots, n$,

then

$$(-1)^n \sum_{k=0}^{n} \binom{n}{k} b^k a_k > 0.$$
Let \( x \mapsto f_1(x), \ldots, f_q(x) \) be given continuous functions over the interval \([0, n]\), each differentiable \( n \) times on \((0, n)\) and \( f_1(n) > 0, \ldots, f_q(n) > 0 \). If, furthermore,

\[
(-1)^k \frac{d^k}{dx^k} f_p(x) \geq 0
\]

for \( p = 1, \ldots, q, \ k = 1, \ldots, n \) and \( n - k < x < n \), then

\[
\sum_{r=0}^{n} \binom{n}{r} b^r \prod_{p=1}^{q} f_p(r) > 0,
\]

where \( b > -1 \).

The above inequalities are due to M. P. Drazin.
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3.9.21 Generalizing some results of H. C. Pocklington [1], T. Nomura [2] has proved the following results:

1° Let \( x_1, \ldots, x_n \) and \( a, b, k \) be positive numbers, and suppose \( 0 \leq y_1 \leq \cdots \leq y_n \). If

\[
\sum_{r=1}^{n} x_r \leq ka, \quad \sum_{r=1}^{s} x_r \leq a \quad \text{and} \quad \sum_{r=1}^{t} y_r \leq b \quad \text{for} \quad n \geq s \geq t \geq k,
\]

then

\[
\sum_{r=1}^{n} x_r y_r \leq ab.
\]

2° Let \( A \) and \( B \) be positive numbers. If \( af(x_r) \leq Ax_r \), and \( bg(y_r) \leq By_r \) \((r = 1, \ldots, n)\) in addition to the conditions of 1°, then

\[
\sum_{r=1}^{n} f(x_r) g(y_r) \leq AB.
\]

Proof of 1°. If we put \( \sum_{r=1}^{m} x_r = X_m \), then

\[
\sum_{r=1}^{n} x_r y_r \leq y_1 X_s + y_s (X_n - X_s) = (y_1 - y_s) X_s + y_s X_n
\]

\[
\leq (y_1 - y_s) a + y_s ka = [y_1 + y_s (k - 1)] a
\]

\[
\leq [y_1 + y_s (t - 1)] a
\]

\[
\leq (y_1 + y_2 + \cdots + y_t) \hat{a}
\]

\[
\leq ab.
\]
3. Particular Inequalities

**Proof of 2°.** We have
\[ \sum_{r=1}^{n} f(x_r) g(y_r) \leq \sum_{r=1}^{n} \frac{AB}{ab} x_r y_r = \frac{AB}{ab} \sum_{r=1}^{n} x_r y_r. \]

Using 1° we get
\[ \sum_{r=1}^{n} f(x_r) g(y_r) \leq AB. \]

In his paper **Nomura** has also proved an analogous result in which the sequence \( y_1, \ldots, y_n \) is substituted by several such sequences.
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**3.9.22** Let \( a_1, \ldots, a_n \) and \( b_1, \ldots, b_n \) be real numbers such that
\[ a_1 \geq \cdots \geq a_n > 0 \quad \text{and} \quad b_1 \geq a_1, \quad b_1 b_2 \geq a_1 a_2, \quad \ldots, \quad b_1 \cdots b_n \geq a_1 \cdots a_n. \]

Then
\[ b_1 + \cdots + b_n \geq a_1 + \cdots + a_n. \]

Under the same hypothesis we have the following inequality
\[ \sum_{r=1}^{n} \frac{b_r - a_r}{a_n} \geq \sum_{r=1}^{n} \frac{b_r - a_r}{a_r}, \]
which is stronger than (1).

Another possible generalization is the following. Put
\[ \log a_r = \alpha_r, \quad \log b_r = \beta_r \quad \text{for} \quad r = 1, \ldots, n. \]

The condition \( b_1 \geq a_1, \ldots, b_n \geq a_1 \cdots a_n \) and (1) take the form
\[ \sum_{r=1}^{k} \beta_r \geq \sum_{r=1}^{k} \alpha_r \quad \text{and} \quad \sum_{r=1}^{k} e^{\beta_r} \geq \sum_{r=1}^{k} e^{\alpha_r} \]
for \( k = 1, \ldots, n. \)

More generally, if \( \sum_{r=1}^{k} \beta_r \geq \sum_{r=1}^{k} \alpha_r \) for \( k = 1, \ldots, n \) is true and \( f \) is a monotonically increasing convex function, then
\[ \sum_{r=1}^{k} f(\beta_r) \geq \sum_{r=1}^{k} f(\alpha_r) \quad \text{for} \quad k = 1, \ldots, n. \]
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3.9.23 Let $a$ and $b$ be two arbitrary positive numbers satisfying the condition $1 < a < b$. If
\[ u_1 = b, \quad v_1 = a, \quad u_{n+1} = \frac{1}{2} (u_n + v_n), \quad v_{n+1} = \frac{2u_n v_n}{u_n + v_n}, \]
then
\[ 0 < u_{n+1} - v_{n+1} < \frac{(b - a)^{2n}}{2^n}. \]

3.9.24 Let $a = (a_k)$ and $b = (b_k)$ be two sequences of real numbers such that:
1° $\sum_{k=1}^{m} a_k > 0$, for some $m$,
2° $a_j < 0$ ($j > 1$) $\Rightarrow a_{j-1} < 0$,
3° $1 \leq b_1 \leq \ldots \leq b_m$.
Then
\[ \sum_{k=1}^{m} a_k b_k \geq \sum_{k=1}^{m} a_k. \]

**Proof.** If there are no negative terms in the sequence $a$ up to the $m$-th term, there is nothing to prove. If there are negative terms, then there is some $k_0$ such that
\[ a_{k_0} < 0, \quad a_k \geq 0 \quad \text{for} \quad k > k_0. \]
We now have
\[ \sum_{k=1}^{m} a_k b_k \geq \sum_{k=1}^{k_0} a_k b_{k_0} = b_{k_0} \sum_{k=1}^{m} a_k \geq \sum_{k=1}^{m} a_k. \]
Obviously one single strict inequality in 3° implies strict inequality in (1).
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3.9.25 Let $\rho_0 = 0$, $\rho_1$, $\rho_2$, ..., $\rho_{2n+1}$ be a sequence of real nonnegative numbers such that
\[ \rho_{2k} \leq \rho_{2k-1} \quad \text{and} \quad \rho_{2k} \leq \rho_{2k+1} \quad \text{for} \quad k = 1, \ldots, n. \]
Then
\[ \left( \sum_{k=0}^{n} (\rho_{2k+1} - \rho_{2k}) \right)^3 + \sum_{k=1}^{n} \rho_{2k}^2 \geq \sum_{k=0}^{n} \rho_{2k+1}^2. \]

**Reference**

3. Particular Inequalities

3.9.26 Let \( a_i, b_i (i = 0, 1, \ldots, 2n) \) be real numbers such that

\[
\begin{align*}
a_i + a_{i+1} & \geq 0 \quad (i = 0, 1, \ldots, 2n - 1), \\
a_{2i+1} & \leq 0 \quad (i = 0, 1, \ldots, n - 1), \\
\sum_{k=2^{q}}^{2^{n}} b_k & > 0 \quad (0 \leq p \leq q \leq n).
\end{align*}
\]

Then

\[
\sum_{i=0}^{2^{n}} (-1)^i a_i b_i \geq 0,
\]

equality occurring if and only if \( a_i = 0 \) for all \( i \).
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3.9.27 Let \( 0 \leq x_0 < x_1 < \cdots < x_n \leq 1 \) (\( n \geq 1 \)) and let

\[
x_k - x_{k-1} > d > 0 \quad (k = 1, \ldots, n).
\]

Let \( j \) (\( 0 \leq j \leq n \)) be an integer and let \( x \in [0, 1] \). Then

\[
\prod_{k=0}^{n} \left| \frac{x - x_k}{x_j - x_k} \right| < \frac{\prod_{k=0}^{n-1} (1 - kd)}{j! (n - j)! d^n}.
\]
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3.9.28 Let \( x, y, p, q \) be real numbers and \( 1 < p < 2, \frac{1}{p} + \frac{1}{q} = 1 \). Then

\[
|\chi|^{\frac{q}{p}} \text{sgn } x - |y|^{\frac{q}{p}} \text{sgn } y \mid ^{q} \leq \max \left( \frac{2^p \left( \frac{q}{p} \right)^{\frac{q}{p}}} {p}, \frac{q}{p} \right) |x - y|^{q} (|x|^{q-p} + |y|^{q-p}),
\]

\[
|\chi|^{\frac{p}{q}} \text{sgn } x - |y|^{\frac{p}{q}} \text{sgn } y \mid ^{q} \leq 2^q |x - y|^{q} (|x|^{p-q} + |y|^{p-q}).
\]

Reference


3.9.29 Let \( a \) be a positive constant. Define \( f \) by \( f(0) = f(1) = 0 \), and

\[
f(x) = \exp \left( -x^{-a} - (1 - x)^{-a} \right) \quad \text{for } 0 < x < 1.
\]
Then
\[ |f^{(n)}(x)| \leq (Cu^{1+a^{-1}})^n \text{ for } n = 0, 1, \ldots, \text{ and } 0 \leq x \leq 1, \]
where \( C \) depends on \( a \) only.
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3.9.30 Given
\[ (1 + z + \cdots + z^k)^n = c_0^{(k,n)} + c_1^{(k,n)}z + \cdots + c_{kn}^{(k,n)}z^{kn}, \]
then, for \( kn \) odd,
\[ c_0^{(k,n)} \leq c_1^{(k,n)} \leq \cdots \leq c_{(kn-1)/2}^{(k,n)} = c_{(kn+1)/2}^{(k,n)} \geq c_{(kn+3)/2}^{(k,n)} \geq \cdots \geq c_{kn}^{(k,n)} \]
and, for \( kn \) even,
\[ c_0^{(k,n)} \leq c_1^{(k,n)} \leq \cdots \leq c_{kn/2}^{(k,n)} \geq c_{(kn/2)+1}^{(k,n)} \geq \cdots \geq c_{kn}^{(k,n)}. \]

Remark. We have
\[ c_p^{(k,n+1)} = \sum_{i=\max(0,p-k)}^{p} c_i^{(k,n)}, \]
\[ c_p^{(k,2)} = p + 1 \quad \text{for} \quad 0 \leq p \leq k. \]

For \( n \geq 2 \),
\[ c_p^{(k,n)} > c_{p-1}^{(k,n)} \left( 1 \leq p \leq \left[ \frac{kn}{2} \right] ; \quad c_{kn-p}^{(k,n)} = c_p^{(k,n)} \right). \]
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3.9.31 Let \( m \) and \( n \), with \( n < m \), be natural numbers, and let
\[ f(x) = \frac{1 + x + \cdots + x^m}{1 + x + \cdots + x^n}. \]

Then:

1° \( f \) is strictly increasing on \([0, + \infty)\),

2° \( g \) defined by \( g(x) = f(x) \cdot x^{n-m} \) is strictly decreasing on \((0, + \infty)\),

3° \( 1 < f(x) < \frac{m + 1}{n + 1} \quad (0 < x < 1), \)
\[ f(x) > \frac{m + 1}{n + 1} x^{m-n} \quad (0 < x < 1), \]
\[ f(x) > \frac{m + 1}{n + 1} \quad (1 < x < + \infty), \]
\[ 1 < f(x) < \frac{m + 1}{n + 1} x^{m-n} \quad (1 < x < + \infty). \]
Proof. Since
\[ f(x) = 1 + \frac{x + x^2 + \cdots + x^{n-1}}{1 + \frac{1}{x} + \cdots + \frac{1}{x^n}} , \]
result 1° immediately follows.

2° follows from 1° by noting that \( g(1/x) = f(x) \).

From 1° and 2° we get
\[ f(0) < f(x) < f(1) \quad (0 < x < 1) , \]
\[ g(x) > g(1) \quad (0 < x < 1) , \]
\[ f(x) > f(1) \quad (1 < x < + \infty) , \]
\[ g(+ \infty) < g(x) < g(1) \quad (1 < x < + \infty) . \]

It turns out that these inequalities are equivalent to those in 3°.

Remark. Revised from a proof due to D. D. Adamović.

3.9.32 Let \( n \geq 1 \) be an integer and \( 0 \leq t \leq \pi \). Let \( F_n(t) \) be defined by
\[ F_n(t) = \frac{1}{(n-1)!} \int_0^t (t - x)^{n-1} \sin x \left( \frac{t^{n+1}}{(n+1)!} \right)^{-1} \, dx , \]
\[ F_n(0) = 1 . \]

Then
\[ F'_n(t) < 0 \quad \text{for} \quad 0 < t \leq \pi \quad \text{and} \quad F'_n(0) = 0 . \]

An application of (1) gives
\[ F_n(\pi) \leq F_n(t) \leq F_n(0) = 1 \quad \text{for} \quad 0 \leq t \leq \pi \quad \text{and} \quad n \geq 1 , \]
where
\[ F_n(t) = (-1)^s \left[ \cos t - \sum_{k=0}^{s-1} (-1)^k \frac{t^{2k+1}}{(2k+1)!} \right] \left( \frac{t^{n+1}}{(n+1)!} \right)^{-1} , \]
if \( n = 2s - 1 \) and \( s \geq 1 \), and
\[ F_n(t) = (-1)^s \left[ \sin t - \sum_{k=0}^{s-1} (-1)^k \frac{t^{2k+1}}{(2k+1)!} \right] \left( \frac{t^{n+1}}{(n+1)!} \right)^{-1} , \]
if \( n = 2s \) and \( s \geq 1 \).

Some particular cases of the above result are the inequalities
\[ \frac{\sin t}{t} \leq \frac{2(1 - \cos t)}{t^2} , \quad \frac{\sin t}{t} \leq \frac{2 + \cos t}{3} , \quad \text{if} \quad \cos t \neq 0 , \]
\[ \frac{\sin t}{t} \geq \frac{4 - 4 \cos t - t^2}{t^2} , \quad \frac{\sin t}{t} \geq \frac{\cos t + 4 - t^2/3}{5} , \]
all valid for \( 0 \leq t \leq \pi \) and with equality only when \( t = 0 \).
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3.9.33 If \( x_k \in E^n, \left| x_k \right| \leq 1 \) \((k = 1, \ldots, m)\) and
\[
\left| \sum_{k=1}^{m} x_k \right| = a,
\]
then there exists a permutation \( \sigma \) of \( 1, \ldots, n \) such that
\[
\left| \sum_{k=1}^{p} x_{\sigma(k)} \right| \leq (a + 1) \left( \frac{n-1}{2} \right)^{\frac{1}{p}} \text{ for all } p = 1, \ldots, m.
\]

The above result can be found in [1].
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3.9.34 Let \( P \) be the set of all mappings of a set \( S \) into the nonnegative reals. Let \( M \) be a mapping of \( P \) into the nonnegative real numbers, satisfying

\[ 1^\circ \ M(0) = 0, \ M(\lambda f) = \lambda M(f), \]
where \( \lambda > 0 \) and \( f \in P; \)

\[ 2^\circ \ f(x) \leq g(x) \text{ for all } x \in S \text{ and } f, g \in P \text{ implies } M(f) \leq M(g); \]

\[ 3^\circ \ M(f + g) > M(f) + M(g) \text{ for all } f, g \in P. \]

Let \( h(t_1, \ldots, t_n) \) be a real-valued function of \( n \) real variables \( t_1, \ldots, t_n \) defined and continuous for \( t_i \geq 0 \) \((i = 1, \ldots, n)\). Let \( h \) have the following properties:

\[ 4^\circ \ \text{Inequalities } t_i > 0 \ (i = 1, \ldots, n) \text{ imply that } h(t_1, \ldots, t_n) > 0. \]

\[ 5^\circ \ \text{If } \lambda > 0, \text{ then } h(\lambda t_1, \ldots, \lambda t_n) = \lambda h(t_1, \ldots, t_n). \]

\[ 6^\circ \ \text{The set } K \subset E^n \text{ of all points } (t_1, \ldots, t_n), \text{ whose coordinates satisfy } t_i \geq 0 \ (i = 1, \ldots, n) \text{ and } h(t_1, \ldots, t_n) \geq 1, \]

is convex.

Under these conditions, if \( f_1, \ldots, f_n \in P, \) we have

\[ (1) \quad M(h(f_1, \ldots, f_n)) \leq h(M(f_1), \ldots, M(f_n)). \]

If \( 0 < \alpha < 1, 0 < \beta < 1, \alpha + \beta = 1 \) and \( f, g \in P, \) then

\[ (2) \quad M(f^\alpha g^\beta) \leq M(f)^\alpha M(g)^\beta. \]

If \( p \geq 1 \) and \( f, g \in P, \) then

\[ (3) \quad M((f + g)^p)^{1/p} \leq M(f^p)^{1/p} + M(g^p)^{1/p}. \]
HÖLDER's inequality (2) and MINKOWSKI's inequality (3) are immediate consequences of (1). We have only to set $h(x, y) = x^\alpha y^\beta$ and $h(x, y) = (x^{1/p} + y^{1/p})^p$ respectively, and prove that $K$ is a convex set in both cases.

**Example.** Let us take $S = \{1, \ldots, n\}$. Then $P$ is the set of all nonnegative sequences $(a_1, \ldots, a_n)$ of real numbers. We can take

$$M(a_1, \ldots, a_n) = \frac{\sum_{k=1}^{n} \frac{w_k a_k}{w_k}}{n},$$

where $w_k > 0$ for all $k$.

Inequalities (2) and (3) give

$$\sum_{k=1}^{n} w_k a_k^\alpha b_k^\beta \leq \left( \sum_{k=1}^{n} w_k a_k^\alpha \right)^\alpha \left( \sum_{k=1}^{n} w_k b_k^\beta \right)^\beta$$

and

$$M^{[p]}_n(a + b; w) \leq M^{[p]}_n(a; w) + M^{[p]}_n(b; w),$$

where $0 < \alpha < 1$, $0 < \beta < 1$, $\alpha + \beta = 1$ and $p \geq 1$; besides, $a = (a_1, \ldots, a_n)$, $b = (b_1, \ldots, b_n)$ are nonnegative sequences and $w = (w_1, \ldots, w_n)$ is a positive sequence.
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3.9.35 Let $m = \min(a, ax^{a-1})$ and $M = \max(a, ax^{a-1})$ for $x > 0$ and for positive rational $a$. Let $H$, $G$, $A$ be the harmonic, geometric and arithmetic means of $m$ and $M$, respectively. Then the quotient

$$\frac{x^a - 1}{x - 1} \quad \text{for} \quad x \neq 1$$

is contained in the intervals

$$(m, H), \ (H, G), \ (G, A), \ \text{or} \ (A, M)$$

in the following respective cases

$$\frac{1}{2} < a < 1, \ 0 < a < \frac{1}{2}, \ a > 2 \ \text{or} \ 1 < a < 2.$$
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**Remark.** G. Kalajdić proved that the above result is valid also when $a$ is an arbitrary positive real number.
3.9.36 Let $a_0, a_1, \ldots, a_N$ be positive real numbers. Then

\[(1) \quad \sum_{n=0}^{N} \sum_{m=0}^{N} \frac{a_m a_n}{m + n + 1} \leq \pi \sum_{n=0}^{N} a_n^2.\]

**Generalization.** There are a number of extensions of (1) which is known as Hilbert's inequality [1].

For instance, H. Frazer [2] demonstrated that the constant $\pi$ can be replaced by a smaller constant $(N + 1) \sin \frac{\pi}{N + 1}$. E. H. Cospey, H. Frazer and W. W. Sawyer [3] proved that in certain cases even this constant can be lessened.

N. G. de Bruijn and H. S. Wilf [4] showed that the best possible constant $C_N$ in

\[\sum_{n=1}^{N} \sum_{m=1}^{N} \frac{a_m a_n}{m + n} \leq C_N \sum_{n=1}^{N} a_n^2\]

is given by

\[C_N = \pi - \frac{1}{2} \pi^5 (\log N)^{-2} + O(\log \log N (\log N)^{-3}) \quad (N \to +\infty).\]

F. C. Hsiang [5] proved that, if $a_0, a_1, \ldots, a_N$ and $b_0, b_1, \ldots, b_N$ are sequences of nonnegative real numbers,

\[\sum_{n=0}^{N} \sum_{m=0}^{N} \frac{a_n b_m}{2n + 2m + 1} \leq (N + 1) \sin \frac{\pi}{2(N + 1)} \left( \sum_{n=0}^{N} a_n^2 \right)^{1/2} \left( \sum_{n=0}^{N} b_n^2 \right)^{1/2}.\]

Related to this inequality, see paper [6] of Q. A. M. M. Yahya.

D. V. Widder [7] demonstrated the following inequality

\[\sum_{n=0}^{N} \sum_{m=0}^{N} \frac{a_m a_n}{m + n + 1} \leq \pi \sum_{n=0}^{N} \sum_{m=0}^{N} \frac{(m + n)!}{m! n!} \frac{a_m a_n}{2^{m+n+1}},\]

which is stronger than that of Hilbert. Hilbert's inequality is also valid when $N \to +\infty$, under the assumption that $\sum_{n=0}^{+\infty} a_n^2$ converges. For this case as well as for its integral analogues, consult [8] and [9].
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3. Particular Inequalities


3.9.37 Let \( f \) be a function of \( t \) and \( x \) defined for \( \alpha \leq t \leq \beta \) and \( a \leq x \leq b \), and continuous in this rectangle. For each fixed \( t \), let \( f \) be positive, twice continuously differentiable, and logarithmically convex as a function of \( x \). Then the function \( F \) defined by

\[
F(x) = \int_{\alpha}^{\beta} f(t, x) \, dt
\]

is logarithmically convex.
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3.9.38 Let \( x_0 \) be an approximate value of \( \sqrt[3]{N} \), where \( N \) is a natural number. Then

\[ x_1 = x_0 \frac{3N + x_0^3}{3x_0^3 + N} \]

is a better approximation of \( \sqrt[3]{N} \), in the sense that if \( x_0 < \sqrt[3]{N} \), then \( x_0 < x_1 < \sqrt[3]{N} \), while if \( x_0 > \sqrt[3]{N} \), then \( x_0 > x_1 > \sqrt[3]{N} \).

Similarly, if \( x_0 \) is an approximation of \( \sqrt[3]{N} \), then

\[ x_1 = x_0 \frac{2N + x_0^3}{2x_0^3 + N} \]

is a better approximation of \( \sqrt[3]{N} \). If \( x_0 < \sqrt[3]{N} \), then \( x_0 < x_1 < \sqrt[3]{N} \), and if \( x_0 > \sqrt[3]{N} \), then \( \sqrt[3]{N} < x_1 < x_0 \).

These approximations can be obtained from a generalization of Newton's method due to R. E. Shafer, who privately communicated to us this result.

3.9.39 If \( a_1, \ldots, a_n \) denote real numbers and if

\[
\frac{1}{(1 - a_1 x) \cdots (1 - a_n x)} = \binom{n-1}{0} + \binom{n}{1} q_1 x + \cdots + \binom{n + r - 1}{r} q_r x^r + \cdots,
\]

then, for \( r = 0, 1, \ldots \),

\[ q_{r+1}^2 < q_{2r}q_{2r+2} \quad \text{with} \quad q_0 = 1. \]
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3.9.40 If
\[ S(a, n) = \sum_{k=n+1}^{+\infty} \frac{1}{k^2 + ak + 1}, \]
then we have
\[ S(a, n) < \frac{\pi}{\sqrt{4 - a^2}} - \frac{2}{\sqrt{4 - a^2}} \arctan \frac{2n + a}{\sqrt{4 - a^2}} \quad (0 < a < 2), \]
\[ S(a, n) < \frac{1}{n + 1} \quad (a = 2), \]
\[ S(a, n) < \frac{1}{\sqrt{a^2 - 4}} \log \frac{2n + a + \sqrt{a^2 - 4}}{2n + a - \sqrt{a^2 - 4}} \quad (a > 2). \]

**Proof.** The quadratic polynomial \( x^2 + ax + 1 \) \((a > 0)\) is positive increasing for \( x \geq 0 \). It follows that \( x \mapsto f(x) = 1/(x^2 + ax + 1) \) is a positive decreasing function for \( x \geq 0 \) and \( f(x) \to 0 \) as \( x \to +\infty \). Therefore we have
\[
\sum_{k=n+1}^{+\infty} \frac{1}{k^2 + ak + 1} < \int_n^{+\infty} f(x) \, dx. \tag{1}
\]

When we look for a primitive function of \( f \), we must distinguish three cases: \( 0 < a < 2, \ a = 2, \ a > 2 \). Evaluating the definite integral on the right-hand side of (1), we obtain the corresponding upper bounds.

3.9.41 Let \( F_n(x) = \frac{1}{n!} (1 - x) \cdots (n - x) \) for \( n \geq 2 \), and let \( I(n) = \int_0^1 F_n(x) \, dx \). Then
\[ I(n) > \frac{1}{2 \log 2n} \quad \text{for} \quad n \geq 2, \]
whence it follows that \( \sum \frac{1}{n} I(n) \) diverges.

This result is due to Ya. Gabovič.

3.9.42 Let, for \( x \geq 1 \), the function \( f \) be decreasing and positive and assume that \( \sum f(n) \) converges. Let \( a_1, \ldots, a_k \) be positive, and \( a_1^{-1} + \cdots + a_k^{-1} = 1 \). Then
\[
\sum_{n=1}^{+\infty} f(na_1) + \cdots + \sum_{n=1}^{+\infty} f(na_k) \leq \sum_{n=1}^{+\infty} f(n). \]

**Reference**
3.9.43 Assume \( 0 < a < 1, \ a^{-1} + b^{-1} = 1 \), and let \([x]\) denote the integral part of \(x\). Then

\[
\sum_{n=1}^{+\infty} [na]^{-2} + \sum_{n=1}^{+\infty} [nb]^{-2} \leq \sum_{n=1}^{+\infty} n^{-2}.
\]

Equality holds if and only if \(a\) is irrational.
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Remark. Compare with 3.9.42.

3.9.44 If \(p \geq 1\) and \(\sum_{n=0}^{+\infty} |a_n|^p < +\infty\), then

\[
\int_0^{+\infty} \left( \sum_{n=0}^{+\infty} \frac{a_n e^{-x/n}}{n!} \right)^p dx \leq \sum_{n=0}^{+\infty} |a_n|^p.
\]

If \(p > 1\) equality holds only if \(a_0 = a_1 = \cdots = 0\). For no value of \(p > 1\) can we replace the right-hand side by \(C \sum_{n=0}^{+\infty} |a_n|^p\), with \(C\) not depending on \(a_0, a_1, \ldots\), and \(0 \leq C < 1\).
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3.9.45 For \(p = 2, 3, \ldots\) and \(k = 1, 2, \ldots\) we have

\[
\sum_{n=1}^{+\infty} \frac{1}{n^p (n+1)^p \cdots (n+k)^p} < \frac{1}{((k+1)!)^p} \left[ 1 + \frac{1}{(k+1)^p} \right].
\]
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3.9.46 If \(x \neq 0\), then

\[
\frac{1}{x^2 + \frac{1}{2}} < \sum_{n=1}^{+\infty} \frac{2n}{(n^2 + x^2)^2} < \frac{1}{x^2}.
\]

These inequalities are called Mathieu's.

Proof. Let \(n > 0\) and let \(x\) be real. Then

\[
\frac{1}{(n - \frac{1}{2})^2 + x^2 - \frac{1}{4}} - \frac{1}{(n + \frac{1}{2})^2 + x^2 - \frac{1}{4}} = \frac{2n}{(n^2 + x^2 - n)(n^2 + x^2 + n)} > \frac{2n}{(n^2 + x^2)^2}.
\]
Summing for \( n = 1, 2, \ldots \), we obtain, for \( x \neq 0 \),

\[
\sum_{n=1}^{\infty} \frac{2n}{(n^2 + x^2)^2} < \frac{1}{x^2}.
\]

Let \( n > 0 \) and let \( x \) be real. Then

\[
\frac{1}{(n - \frac{1}{2})^2 + x^2 + \frac{1}{4}} - \frac{1}{(n + \frac{1}{2})^2 + x^2 + \frac{1}{4}} = \frac{2n}{(n^2 + x^2 + \frac{1}{4})^2 + x^2 + \frac{1}{4}} < \frac{2n}{(n^2 + x^2)^2}.
\]

Summing, for \( n = 1, 2, \ldots \), we get

\[
\frac{1}{x^2 + \frac{1}{2}} < \sum_{n=1}^{\infty} \frac{2n}{(n^2 + x^2)^2}.
\]

Inequalities (2) and (3) prove (1).

Remark. Inequality (2) was conjectured in 1890 by E. Mathieu [1] and proved only in 1952 by L. Berg [2]. A very elegant and at the same time elementary proof of (1) given above is due to E. Makai [3].

M. Tideman [4] has proved

\[
\sum_{n=1}^{\infty} \frac{kt^2k-1}{(n^2 + t)^{k+1}} < \frac{1}{2} \quad (t \geq 0; \; k = 1, 2, \ldots).
\]

For \( k = 1 \) and \( t = x^2 \) one obtains inequality (2).


\[
\frac{1}{x^2 + 1} - \frac{1}{x^2 + (m + 1)^2} \leq \sum_{n=1}^{m} \frac{2n}{(n^2 + x^2)^2} \leq \frac{1}{x^2} - \frac{1}{x^2 + m^2},
\]

from which we can derive weaker inequalities than (1).

See also papers [6]—[9] which are related to the Mathieu inequalities.
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3.9.47 If the function $f$ is defined by

$$xf(x) = \sum_{n=1}^{\infty} \frac{(-x)^n}{n!} (xe^{-x})^n \quad (x > 1),$$

then

$$(-1)^k \frac{d^k f(x)}{dx^k} \geq 0 \quad \text{for} \quad k = 0, 1, 2, 3, 4.$$

This inequality does not hold for $k > 4$.
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3.9.48 Let $f$ be a function defined over an interval $(a, b)$. Suppose that $f''''$ exists and that it is increasing on $(a, b)$. Then, if $x \in (a + 1, b - 1)$, we have

$$f(x - 1) - 2f(x) + f(x + 1) > f''(x).$$

For instance, we have for $x > 1$,

$$(x - 1) \log (x - 1) - 2x \log x + (x + 1) \log (x + 1) > \frac{1}{x}.$$  

Proof. By Taylor's theorem,

$$f(x - 1) = f(x) - f'(x) + \frac{1}{2} f''(x) - \frac{1}{6} f'''(\xi),$$

$$f(x + 1) = f(x) + f'(x) + \frac{1}{2} f''(x) + \frac{1}{6} f'''(\eta),$$

where $\xi, \eta$ are some numbers satisfying

$$x - 1 < \xi < x < \eta < x + 1.$$  

It follows that

$$f(x - 1) - 2f(x) + f(x + 1) = f''(x) + \frac{1}{6} [f'''(\eta) - f'''(\xi)].$$

Since $f''''$ is an increasing function, we conclude that (1) is true. Inequality (2) follows from (1) if we take $f(x) = x \log x$. Then $x \mapsto f''''(x) = -1/x^2$ is an increasing function on $(0, +\infty)$. 
3.9.49 Let \( f \) and \( g \) be real-valued functions defined over \((a, b)\). Suppose that \( f \) and \( g \) are positive, continuous and differentiable on \((a, b)\). Furthermore, suppose that \( f' \) and \( g' \) are positive on \((a, b)\) and that \( x \mapsto f'(x)/g'(x) \) is an increasing function on \((a, b)\). Then:

1° \( x \mapsto f(x)/g(x) \) is an increasing function on \((a, b)\), or

2° \( x \mapsto f(x)/g(x) \) is a decreasing function on \((a, b)\), or

3° there is a number \( c \in (a, b) \) such that \( x \mapsto f(x)/g(x) \) is a decreasing function on \((a, c)\) and an increasing function on \((c, b)\).

Remark. This result is given without proof in: N. Bourbaki: Fonctions d'une variable réelle. Paris 1958, Chap. 1, § 2, Exerc. 10.

3.9.50 Let \( f \) have a third derivative on \((0, 2a)\) with \( f'''(t) \geq 0 \), let \( 0 < x_k \leq a \) and \( p_k > 0 \) for \( k = 1, \ldots, n \). Then

\[
\frac{\sum p_k f(x_k)}{\sum p_k} - f \left( \frac{\sum p_k x_k}{\sum p_k} \right) \leq \frac{\sum p_k (2a - x_k)}{\sum p_k} - f \left( \frac{\sum p_k (2a - x_k)}{\sum p_k} \right),
\]

where all the sums are over \( k = 1, \ldots, n \). If \( f'''(t) > 0 \) on \((0, 2a)\), then equality occurs above if and only if all \( x_k \) are equal.

Remark. Inequality (1) is due to N. Levinson and it generalizes the following inequality of K. Fan

\[
\prod_{k=1}^{n} x_k \leq \left( \frac{\sum_{k=1}^{n} (1 - x_k)}{\sum_{k=1}^{n} (1 - x_k)} \right)^n \quad (0 < x_k \leq \frac{1}{2}),
\]

with equality if and only if all \( x_k \) are equal.

T. Popoviciu gave a generalization of (1).
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3.9.51 Let

\[
\frac{1 + a_1 x + a_2 x^2 + \cdots}{1 + b_1 x + b_2 x^2 + \cdots} = 1 + c_1 x + c_2 x^2 + \cdots,
\]

where \( 0 \leq a_i \leq 1 \) and \( 0 \leq b_i \leq 1 \) \((i = 1, 2, \ldots)\). Then \( c_n \) does not exceed the \( n \)-th Fibonacci number.
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3. Particular Inequalities

3.9.52 Let \( x \mapsto y(x), \ x \mapsto w(x; t) \) and \( x \mapsto g(x) \) be continuous functions of \( x \) in \([a, b]\). Let \( f \) have continuous, and \( w \) and \( g \) have sectionally continuous derivatives there (derivation always with respect to \( x \)). Assume that

\[
(f(x)w'(x; t))' - g(x)w(x; t) = 0 \quad \text{for} \quad a \leq x < t \quad \text{and} \quad t < x \leq b,
\]

\[
\lim_{t \to 0^+} \left[ w'(t - \varepsilon; t) - w'(t + \varepsilon; t) \right] f(t) = 1,
\]

and

\[
f(a)w'(a; t)y(a) = f(b)w'(b; t)y(b).
\]

Then, we have

(1) \[
|y(t)| \leq M(t) \left( \int_a^b \left( \left| f(x) \right|^{\frac{p}{q}} w'(x; t) \right|^p + \left| g(x) \right|^q \right)^{\frac{1}{q}} \ dx \right)^{\frac{1}{p}}.
\]

where

\[
M(t) = \left( \int_a^b \left( \left| f(x) \right|^\alpha w'(x; t) \right|^\rho + \left| g(x) \right|^\delta w(x; t) \right)^{\frac{1}{\rho}} \ dx \right)^{\frac{1}{\delta}},
\]

and \( \alpha + \beta = \gamma + \delta = p^{-1} + q^{-1} = \mu^{-1} + r^{-1} \) with \( p \geq 1 \) and \( \mu \geq 1 \).

A particularly interesting case of (1) is when \( f(x) \geq 0, \ g(x) \geq 0 \) and \( \mu = \rho = q = \alpha^{-1} = \gamma^{-1} \). Then (1) takes the form

\[
|y(t)|^2 \leq \tilde{M}(t)^2 \int_a^b \left( y'(x)^2 f(x) + y(x)^2 g(x) \right) \ dx,
\]

where

\[
\tilde{M}(t)^2 = w(t; t) + f(a)w'(a; t)w(b; t) - f(a)w'(a; t)w(a; t)
\]

with \( w'(b; t) = \frac{dw(x; t)}{dx} \) for \( x = b \).
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3.9.53 Let \( F \) be a nonnegative convex and a nondecreasing function on \([a, + \infty)\) with an asymptote \( y = x - \alpha \) \((\alpha > 0)\). Then the following inequalities hold:

\[
F(x + h) \leq F(x) + h \quad \text{for} \quad x \geq a, \ h \geq 0;
\]

\[
F(F(2x)) \leq 2F(x) \quad \text{for} \quad x \geq a.
\]
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3.9.54 If \( f' \) is an increasing function, then

(1) \[
f'(x + 1) > f(x + 1) - f(x) > f'(x).
\]
Proof. By Lagrange's theorem,
\[ f(x + 1) - f(x) = f'(x + \theta) \quad (0 < \theta < 1). \]
From this equality and the hypothesis for \( f'(x) \), (1) follows.

Application. (1) may written in the form
\[ f(x + 1) - f(x) > f'(x) > f(x) - f(x - 1). \]

Let \( f(x) = \frac{2}{3} x^{3/2} \) and write (2) with \( x \) successively replaced by
1, ..., \( n \). Summing, we obtain
\[ \frac{2}{3} \left( (n + 1)^{3/2} - 1 \right) > \sum_{k=1}^{n} k^{1/2} > \frac{2}{3} n^{3/2}. \]

Revised from a proof by Z. Pop-Stojanović.

3.9.55 Let \( a \leq b \leq c \). If \( f \) is continuous for \( x \in [a, c] \) and if \( f' \) is increasing for \( x \in (a, c) \), then
\[ (b - a) f(c) + (c - b) f(a) \geq (c - a) f(b). \]
The inequality is reversed if \( f' \) is decreasing.

If \( f' \) is strictly monotone and \( a, b, c \) are all distinct, equality is excluded.

Proof. If \( f' \) is increasing, applying the mean value theorem, we obtain
\[ \frac{f(c) - f(b)}{c - b} = f'(\beta) \geq f'(x) = \frac{f(b) - f(a)}{b - a} \]
and (1) follows.

Other assertions are evident.

Example. Let \( f(x) = \log(1 + x) \). Derivative \( f'(x) = \frac{1}{1 + x} \) is decreasing for \( x \geq 0 \).
Let
\[ a = 0, \quad b = \frac{\alpha}{p}, \quad c = \frac{\alpha}{q} \quad (\alpha > 0; \; 0 < q < p). \]
In this case, all conditions for applications of the inequality
\[ (b - a) f(c) + (c - b) f(a) < (c - a) f(b) \]
are satisfied, and we get, for \( \alpha > 0 \) and \( 0 < q < p \),
\[ \frac{\alpha}{p} \log \left( 1 + \frac{\alpha}{q} \right) < \frac{\alpha}{q} \log \left( 1 + \frac{\alpha}{p} \right), \]
i.e.,
\[ \left( 1 + \frac{\alpha}{q} \right)^q < \left( 1 + \frac{\alpha}{p} \right)^p. \]
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Remark. Inequality (1) is, in fact, the definition of convex functions (see Theorem 1 of 1.4.3).
3.9.56 Let \( f \) be a real-valued function of a real variable, satisfying the following conditions:

1° \( f(0) = 0 \),

2° \( f(x) \) is continuous for \( x > 0 \),

3° \( f(x) \) has the \( (n - 1) \)-th derivative, and \( x \mapsto (-1)^{n-1}f^{(n-1)}(x) \) is an increasing function for \( x > 0 \).

Then, for \( x_i > 0 \) \( (i = 1, \ldots, n) \), we have

\[
\sum (-1)^{k-1} \sum^* f(x_{i_1} + \cdots + x_{i_k}) > 0,
\]

where \( \sum^* \) is the summation over all the combinations \( i_1, \ldots, i_k \) of \( k \) natural numbers \( 1, \ldots, n \).

**Proof.** We shall prove (1) for the case \( n = 3 \). Inequality (1) can be proved analogously for arbitrary \( n \). Consider the function

\[
F(x, y, z) = f(x) + f(y) + f(z) - f(x + y) - f(y + z) - f(z + x) + f(x - y + z).
\]

We shall prove that \( F > 0 \) for \( x, y, z > 0 \). Differentiating \( F \) with respect to \( x \), and then \( y \), we get

\[
F_x' = f'(x) - f'(x + y) - f'(x + z) + f'(x + y + z),
\]

\[
F_{xy}'' = -f''(x + y) + f''(x + y + z).
\]

According to 3°, we have \( F_{xy}'' > 0 \). \( F_x' \) is, therefore, increasing with respect to \( y \) and vanishes for \( y = 0 \). Therefore, \( F_x' > 0 \). Again, we see that \( F \) is increasing with respect to \( x \), and since it vanishes for \( x = 0 \), we get \( F > 0 \), which was to be proved.

Notice that if the \( n \)-th derivative exists, condition 3° can be replaced by \( (-1)^{n-1}f^{(n)}(x) > 0 \).

A number of interesting inequalities can be obtained from (1) by applying it to \( f(x) = \log (x + 1) \), \( f(x) = \log \frac{a^{x+1} - 1}{a - 1} \), and hence to the number-theoretical functions \( \sigma(n) \), \( \sigma_m(x) \), \( \varphi(n) \). The results are:

If \( x_1, \ldots, x_n \) are nonnegative real numbers, then

\[
\prod_{k=1}^{n} \{ \prod^*(x_{i_1} + \cdots + x_{i_k} + 1) \} (-1)^{k-1} \geq 1,
\]

with equality if and only if at least one of the numbers \( x_i \) is zero.

If \( a > 0 \), and if \( x_1, \ldots, x_n \) are nonnegative real numbers, then

\[
\prod_{k=1}^{n} \left\{ \prod^* \frac{a^{x_{i_1} + \cdots + x_{i_k}} - 1}{a - 1} \right\} (-1)^{k-1} \geq 1,
\]
with equality if and only if at least one of the numbers \( x_i \) is zero.

\[
\prod_{k=1}^{n} \left( \prod^* \sigma \left( a_{i_1} \cdots a_{i_k} \right) \right)^{(-1)k-1} \geq 1,
\]

with equality if and only if \( a_1, \ldots, a_n \) are relatively prime.

\[
\prod_{k=1}^{n} \left( \prod^* \sigma_m \left( a_{i_1} \cdots a_{i_k} \right) \right)^{(-1)k-1} \geq 1,
\]

with equality if and only if \( a_1, \ldots, a_n \) are relatively prime.

For \( n > 1 \),

\[
\prod_{k=1}^{n} \left( \prod^* \varphi \left( a_{i_1} \cdots a_{i_k} \right) \right)^{(-1)k-1} \leq 1,
\]

with equality if and only if \( a_1, \ldots, a_n \) are relatively prime.

In the above inequalities \( \Pi^* \) is defined analogously to \( \Sigma^* \).

The above interesting results are due to T. Popoviciu [1].

Remark. Inequality (1) was rediscovered by P. M. Vasić and it appears as one of his results in [2]. P. M. Vasić succeeded, however, in proving (1) for the case \( n = 3 \) without the supposition of differentiability, which he replaced by the weaker condition of convexity of order 2.

J. D. Kečkić has communicated to us that inequality (1) holds for a convex function of order \( n - 1 \) (see 1.4.3). In [3], he gave a proof of this statement for \( n = 4 \), indicating how it may be carried further for arbitrary \( n \).
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3.9.57 Let \( f \) be a twice differentiable function on \([0, a]\), and let it on that interval satisfy the following differential inequality

\[
xf''(x) - (k - 1) f'(x) \geq 0,
\]

where \( k \) is a real number not equal to zero. Then

\[
f\left( \sqrt[n]{x_1^k + \cdots + x_n^k} \right) \leq \frac{f(x_1) + \cdots + f(x_n)}{n}
\]

\[
\leq \frac{f\left( \sqrt[n]{x_1^k + \cdots + x_n^k} \right) + (n - 1)f(0)}{n},
\]

for \( x_i \in [0, a] \) (\( i = 1, \ldots, n \)) and \( \sqrt[n]{x_1^k + \cdots + x_n^k} \in [0, a] \).
Furthermore, if \( f \) is \( k + 1 \) times differentiable on \([0, a)\), and if it satisfies (1), then

\[
\begin{align*}
(3) & \quad f\left(\sqrt[k]{x_1^k + \cdots + x_n^k}\right) + \sum_{i=1}^{k-1} \frac{f^{(i)}(0)}{i!} (M_i^j - M_i^k) \leq \frac{f(x_1) + \cdots + f(x_n)}{n} \\
& \leq \frac{f\left(\sqrt[k]{x_1^k + \cdots + x_n^k}\right)}{n} + (n-1) f(0) + \sum_{i=1}^{k-1} \frac{f^{(i)}(0)}{i!} \left(s_i^j - s_i^k\right),
\end{align*}
\]

where \( s_i = \sqrt[k]{x_1^i + \cdots + x_n^i} \), \( M_i = \sqrt[k]{x_1^i + \cdots + x_n^i} \), and \( x_i \in [0, a) \) \((i = 1, \ldots, n)\), and \( s_k \in [0, a)\).

The above results are due to J. D. Kečkić and I. B. Lacković [1]. The same inequalities were first proved by P. M. Vasić [2] who supposed that \( f \) has the \((k + 1)\)-th derivative on \([0, a)\), that it is convex of order \( k \) (see 1.4) and that for \((2)\) \( f'(0) = \cdots = f^{(k-1)}(0) = 0 \), while for \((3)\) that \( f'(0), \ldots, f^{(k-1)}(0) \) are arbitrary.

Those inequalities of P. M. Vasić appear as generalizations of certain inequalities of D. Marković [3].

Further generalizations of inequalities \((2)\) and \((3)\) are also given in [1].
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3.9.58 Let \( f \) be a convex function on \([0, a)\) and let \( x = (x_1, \ldots, x_n) \) and \( p = (p_1, \ldots, p_n) \) be two sequences of nonnegative real numbers such that \( p_k \geq 1 \) for \( k = 1, \ldots, n \). If

\[
\sum_{k=1}^{n} p_k x_k = \sum_{k=n_1}^{n} p_k x_k = \cdots = \sum_{k=n_{r-1}}^{n} p_k x_k,
\]

then

\[
(1) \quad \sum_{k=1}^{n} p_k f(x_k) \leq rf\left(\frac{1}{r} \sum_{k=1}^{n} p_k x_k\right) - \left( r - \sum_{k=1}^{n} p_k\right) f(0),
\]

where \( x_k \in [0, a) \), for \( k = 1, \ldots, n \) and \( \frac{1}{r} \sum_{k=1}^{n} p_k x_k \in [0, a) \).
Remark. This result is due to P. M. Vasić [1]. For $p_k = 1 \ (k = 1, \ldots, n)$ one obtains an inequality of A. W. Marshall, I. Olkin and F. Proschan [2], which includes, as a special case, the following inequality

$$
\frac{1}{n} \sum_{k=1}^{n} |a_k - a|^s \leq \left( \frac{n}{2} \right)^{s-1} \left( \sum_{k=1}^{n} |a_k - a|^s \right),
$$

where $a = \frac{1}{n} \sum_{k=1}^{n} a_k$, $a_k \geq 0$ and $s \geq 1$.
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3.9.59 A sequence $a_n (n = 0, 1, \ldots)$ is called logarithmically concave if

$$
a_n^2 - a_{n-1} a_{n+1} \geq 0 \quad (n = 1, 2, \ldots).
$$

If the sequences $a_n$, $b_n$ are positive and logarithmically concave, then their convolution

$$
c_n = a_0 b_n + a_1 b_{n-1} + \cdots + a_n b_0
$$

has the same properties.
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3.9.60 If $f(x_1, \ldots, x_n)$ is a concave, symmetric and homogeneous function of the first degree, then

$$
f(x_1, \ldots, x_n) \leq \frac{x_1 + \cdots + x_n}{n} f(1, \ldots, 1).
$$

This result is due to A. E. Gel’man.

3.9.61 Let $x_{\mu v} \ (\mu = 1, \ldots, m \text{ and } v = 1, \ldots, n)$, $p$ and $r$ be positive numbers, with $\sum_{\mu=1}^{m} x_{\mu v} = c_v$. Then

$$
\left( \sum_{\mu=1}^{m} \left( \sum_{v=1}^{n} x_{\mu v}^r \right)^p \right) \leq \left( \sum_{v=1}^{n} c_v^p \right)^{\frac{r}{p}} \left( \sum_{v=1}^{n} c_v^r \right)^{\frac{p}{r}}
$$

if $r \leq 1$ and $\frac{p r}{p} \leq 1$. The converse inequality holds if $r \geq 1$ and $\frac{p r}{p} \geq 1$. 24 Mitrović, Inequalities
Minkowski's inequality results for $p = 1/r$.

The integral analogue of (1) is given by:

Let $f$ be a positive function almost everywhere, summable in the rectangle $a_1 < x < a_2$, $b_1 < y < b_2$, such that $\int_{a_1}^{a_2} f(x, y) \, dx = C(y)$, where $C(y) \in L(b_1, b_2)$ is a known function. Then

$$\int_{a_1}^{a_2} \left( \int_{b_1}^{b_2} f(x, y) \, dy \right)^p \, dx \leq (a_2 - a_1)^{1-pr} \left( \int_{b_1}^{b_2} C(y) \, dy \right)^p$$

if $r \leq 1$ and $pr \leq 1$. The converse inequality holds if $r \geq 1$ and $pr \geq 1$.
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3.9.62 Let $a_1, a_2, \ldots$ be a sequence of nonnegative real numbers not all equal to zero, and let $\sum_{k=1}^{+\infty} k^2 a_k^2 < +\infty$. Then

$$\left( \sum_{k=1}^{+\infty} a_k \right)^{\frac{4}{3}} \leq \pi^2 \left( \sum_{k=1}^{+\infty} a_k^2 \right) \left( \sum_{k=1}^{+\infty} k^2 a_k^2 \right),$$

where $\pi^2$ is the best possible constant.

The above inequality has the following integral analogue: let $f$ be a nonnegative real-valued function on $[0, +\infty)$, such that $x \mapsto f(x)^2$ and $x \mapsto x^2 f(x)^2$ are integrable functions on the same interval. Then

$$\left( \int_0^{+\infty} f(x) \, dx \right)^{\frac{4}{3}} \leq \pi^2 \left( \int_0^{+\infty} f(x)^2 \, dx \right) \left( \int_0^{+\infty} x^2 f(x)^2 \, dx \right),$$

where $\pi^2$ is also the best possible constant.

Without any difficulty, from (1) we can pass to (2), and conversely. Inequalities (1) and (2) are called Carlson's [1].

Generalizations. We note many extensions of (1) and (2). B. Sz.-Nagy [2] demonstrated the following inequalities

$$\left| \sum_{k=1}^{+\infty} a_k \right|^q + \sum_{k=1}^{+\infty} (-1)^k a_k^q < \frac{\pi q}{2} \left( \sum_{k=1}^{+\infty} k^{p_1} |a_k|^{p_1} \right)^{\frac{1}{p_1}} \left( \sum_{k=1}^{+\infty} |a_k|^{p_2} \right)^{\frac{1}{p_2}} (p_2 - 1)^{\frac{1}{p_1}}$$

and

$$\left| \sum_{k=1}^{+\infty} a_k \right|^q < \frac{\pi q}{2} \left( \sum_{k=1}^{+\infty} \left( k - \frac{1}{2} \right)^{p_1} |a_k|^{p_1} \right)^{\frac{1}{p_1}} \left( \sum_{k=1}^{+\infty} |a_k|^{p_2} \right)^{\frac{1}{p_2}} (p_2 - 1)^{\frac{1}{p_1}}.$$
where $a_1, a_2, \ldots$ are real numbers, $q = 1 + \frac{p_2}{p_1(p_2 - 1)}, 1 \leq p_1 \leq 2$ and $1 < p_2 \leq 2$.

We assume that the series in question converge.

V. I. Levin [3], improving the results of W. B. Caton [4] and R. Bellman [5], showed that, if $p > 1$, $q > 1$, $\lambda > 0$, $\mu > 0$ and if $f$ is a real-valued nonnegative function on $[0, +\infty)$, such that $x \mapsto x^{p-1-\lambda} f(x)^p$ and $x \mapsto x^{q-1+\mu} f(x)^q$ are integrable functions on the considered interval, then

$$\int_0^{+\infty} f(x) \, dx \leq C \left( \int_0^{+\infty} x^{\frac{1}{p_1} - \lambda} f(x)^{p_1} \, dx \right)^{\frac{\mu}{\rho_1 + \rho_2}} \left( \int_0^{+\infty} x^{\frac{1}{p_2} + \mu} f(x)^{p_2} \, dx \right)^{\frac{\lambda}{\rho_1 + \rho_2}},$$

with

$$C = \left( \frac{1}{p_2} \right)^s \left( \frac{1}{q_1} \right)^t \left( \frac{\Gamma \left( \frac{s}{1 - s - t} \right) \Gamma \left( \frac{t}{1 - s - t} \right)}{\Gamma \left( \frac{1}{1 - s - t} \right) \Gamma \left( \frac{s + t}{1 - s - t} \right)} \right)^{1-s-t},$$

$$s = \frac{\mu}{p_1 + p_2}, \quad t = \frac{\lambda}{p_1 + p_2}.$$  

Constant $C$ is the best possible.

The problem of determining the best possible constant $K$ in a more general inequality

$$\int_0^{+\infty} x^a |f(x)|^b \, dx \leq K \left( \int_0^{+\infty} x^{a_1} |f(x)|^{b_1} \, dx \right)^{a_1} \left( \int_0^{+\infty} x^{a_2} |f(x)|^{b_2} \, dx \right)^{a_2},$$

where the exponents are real numbers subject to certain conditions, was considered in a number of papers. The results obtained by B. Kjellberg (see [6], [7] and [8]) are of special interest. In his papers extensive literature on that subject can also be found.

Concerning other generalizations, consult [9]–[11].
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3. Particular Inequalities


3.9.63 Let \((a_{ij})\) be an \(m \times n\) matrix of nonnegative terms. Then

\[
\begin{aligned}
 mn \sum_{i=1}^{m} \sum_{j=1}^{n} a_{ij} \sum_{r=1}^{m} a_{rj} \sum_{s=1}^{n} a_{is} \geq \left( \sum_{i=1}^{m} \sum_{j=1}^{n} a_{ij} \right)^{3},
\end{aligned}
\]

with equality if and only if all the row sums are equal, or all the column sums are equal, or both.

The above inequality is due to F. V. Atkinson, G. A. Watterson and P. A. P. Moran [1]. They also used (1) to obtain

\[
\begin{aligned}
 \sum_{i=1}^{m} \sum_{j=1}^{n} a_{ij} \phi_{ij} \sum_{r=1}^{m} a_{rj} \sum_{s=1}^{n} a_{is} q_{i} \geq \left( \sum_{i=1}^{m} \sum_{j=1}^{n} a_{ij} \phi_{ij} \right)^{3},
\end{aligned}
\]

where \(\phi_{i} \geq 0, \ q_{i} \geq 0, \ \sum_{i=1}^{m} \phi_{i} = \sum_{i=1}^{n} q_{i} = 1.\)

Putting in (2) \(m = n, \ a_{ij} = a_{ji}, \) and \(\phi_{i} = q_{i},\) an inequality conjectured by S. P. H. Mandel and I. M. Hughes [2] on genetical grounds is obtained.

There is an obvious integral analogue of (1). If \(K(x, y) \geq 0\) is integrable on the rectangle \(0 \leq x \leq a, \ 0 \leq y \leq b,\) then

\[
\begin{aligned}
 ab \int_{0}^{a} \int_{0}^{b} \int_{0}^{b} K(x, t) K(x, y) K(s, y) \ dx \ dy \ ds \ dt \geq \left( \int_{0}^{a} \int_{0}^{b} K(x, y) \ dx \ dy \right)^{3}.
\end{aligned}
\]

If \(a = b\) and \(K(x, y) = K(y, x),\) inequality (3) can be written in the form

\[
\begin{aligned}
 a^{2} \int_{0}^{a} \int_{0}^{a} K_{3}(x, y) \ dx \ dy \geq \left( \int_{0}^{a} \int_{0}^{a} K(x, y) \ dx \ dy \right)^{3},
\end{aligned}
\]

where \(K_{3}\) is the third-order iterate of \(K\) in the sense of the theory of iterated kernels of integral equations.

Inequality (4) suggests a more general result

\[
\begin{aligned}
 a^{n-1} \int_{0}^{a} \int_{0}^{a} K_{n}(x, y) \ dx \ dy \geq \left( \int_{0}^{a} \int_{0}^{a} K(x, y) \ dx \ dy \right)^{n}.
\end{aligned}
\]

This inequality was proved in [1] for all \(n\) of the form \(2 r 3^{s},\) and was conjectured for other positive integral values of \(n.\)

J. F. C. Kingman [3] gave a more direct proof of (2) which is based on the convexity of \(f(x) = x^{k} \text{ for } k \geq 1.\)
A generalization to products of sums of \( a_{ijk...} \) taken over subsets of the index set \( \{i, j, k, \ldots\} \) was also obtained in [3]. For example,

\[
\sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{l} a_{ijk} p_i q_j r_k \sum_{s=1}^{n} \sum_{t=1}^{l} a_{ist} p_s q_t r_t \sum_{s=1}^{m} \sum_{l=1}^{n} a_{sjt} p_s q_t r_t \sum_{s=1}^{m} \sum_{l=1}^{n} a_{stk} p_s q_t r_t \geq \left( \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{l} a_{ijk} p_i q_j r_k \right)^4.
\]

for \( p_i \geq 0, q_i \geq 0, r_i \geq 0 \), and \( \sum_{i=1}^{m} p_i = \sum_{i=1}^{n} q_i = \sum_{i=1}^{l} r_i = 1 \).

Noting that the notion of a "partial average" is a particular example of that of a conditional expectation, and that a conditional expectation is a special sort of Radon-Nikodym derivative, J. F. C. Kingman established an inequality involving such derivatives, which is a generalization of (2). For this generalization consult [4].

Using Kingman's method of proof, P. R. Beesack [5] proved the somewhat weaker inequality than (5), namely

\[
\int_{0}^{a} \int_{0}^{a} K_n(x, y) \, dx \, dy \geq a^{n+1} \exp \left( \frac{n \int_{0}^{a} \int_{0}^{a} \log K(x, y) \, dx \, dy}{a^2} \right),
\]

which, however, holds for all \( n \geq 1 \) and for an arbitrary nonnegative kernel \( K \). In case \( K = \text{const} > 0 \), both (5) and (6) are true with equality holding, but in general (5) is better than (6).

Using a corresponding result for symmetric matrices with nonnegative elements due to H. P. Mulholland and C. A. B. Smith [6], P. R. Beesack in [5] showed that the conjecture (5) is true for all \( n \geq 1 \) and nonnegative symmetric kernels \( K \). More generally it was shown that for such kernels

\[
\left( \int_{0}^{a} v(x)^2 \, dx \right)^{n-1} \int_{0}^{a} \int_{0}^{a} v(x) v(y) K_n(x, y) \, dx \, dy \geq \left( \int_{0}^{a} \int_{0}^{a} v(x) v(y) K(x, y) \, dx \, dy \right)^n
\]

holds for arbitrary nonnegative continuous functions \( v \); setting \( v(x) \equiv 1 \), (5) is obtained.

In fact, in Beesack's paper [5] inequality (6) was formulated in a more general form. In addition, the same technique was used to obtain a lower bound for the convolution of \( n \) positive functions, which reads:
If \( f_1, \ldots, f_n \) are nonnegative Lebesgue square integrable functions on \([0, a]\) for all \( a > 0\), then for all \( n \geq 2\), and \( x \geq 0\),

\[
\frac{x^{n-1}}{(n-1)!} \exp \left\{ (n - 1) x^{n+1} \int_0^x u^{n-2} \sum_{j=1}^n \log f_j(u) \, du \right\},
\]

where \( f_i \ast f_j(x) \) denotes the convolution \( \int_0^x f_i(t) f_j(x-t) \, dt \).
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3.9.64 Let \( u \) and \( h \) be continuous and nonnegative functions on \([0, 1]\). Let \( c \geq 0 \) be a constant. If, for \( 0 \leq x \leq 1 \),

\[
(1) \quad u(x) \leq c + \int_0^x h(t) \, u(t) \, dt,
\]

then, for \( 0 \leq x \leq 1 \),

\[
(2) \quad u(x) \leq c \exp \left( \int_0^x h(t) \, dt \right).
\]

This result is due to T. H. Gronwall [1].

Various linear generalizations of (2) have been given. See [2]–[6].

We present below a generalization of the Gronwall inequality which is due to S. C. Chu and F. T. Metcalf [2], namely:

Let \( u \) and \( f \) be real continuous functions on \([0, 1]\). Let \( K \) be continuous and nonnegative on the triangle \( 0 \leq y \leq x \leq 1 \). If

\[
u(x) \leq f(x) + \int_0^x K(x, y) u(y) \, dy \quad \text{for} \quad 0 \leq x \leq 1,
\]

then

\[
u(x) \leq f(x) + \int_0^x H(x, y) f(y) \, dy \quad \text{for} \quad 0 \leq x \leq 1,
\]
where, for $0 \leq y \leq x \leq 1$,

$$H(x, y) = \sum_{i=1}^{+\infty} K_i(x, y)$$

is the resolvant kernel and the $K_i$ ($i = 1, 2, \ldots$) are the iterated kernels of $K$.

There are other generalizations (as well as applications) of Gronwall's inequality: some nonlinear generalizations are given by D. Willett and J. S. W. Wong [7]; a slight sharpening of the result of D. C. Chu and F. T. Metcalf as well as some applications to Volterra integral equations is given by P. R. Beesack [8].
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3.9.65 Consider the homogeneous linear differential equation

$$x'' + g(t) x' + f(t) x = 0,$$

whose coefficients are real and continuous functions. Let $x$ be a non-trivial integral of (1) such that

$$x(0) = 0 \quad \text{and} \quad x(h) = 0 \quad (h > 0).$$
Applying a general theorem due to C. DE LA VALLEE POUSIN [1] to (1), we obtain the following inequality

\[ 1 < 2mh + \frac{1}{2} k h^2, \]

where \(2m = \max_{0 \leq t \leq h} |g(t)|\) and \(k = \max_{0 \leq t \leq h} |f(t)|\).

P. HARTMAN and A. WINTNER [2] improved inequality (2) and proved that

\[ 1 < mh + \frac{1}{6} k h^2. \]

The best possible inequality of this type was obtained by Z. OPIAL [3] who proved that

\[ \pi^2 \leq 4mh + kh^2, \]

where equality can hold only in the case \(m = 0\).

Though the proof of (3) is elementary, it is rather long, and so, following Z. OPIAL, we give a proof of the somewhat weaker inequality

\[ \pi^2 \leq 2\pi mh + kh^2. \]

Let \(x\) be a nontrivial integral of (1) such that \(x(0) = x(h) = 0\). Then

\[ x''(t) + g(t)x'(t) + f(t)x(t) = 0. \]

Multiplying this identity by \(x(t)\) and integrating from 0 to \(h\), we get

\[ \int_0^h x''(t)x(t) dt + \int_0^h g(t)x'(t)x(t) dt + \int_0^h f(t)x(t)^2 dt = 0. \]

However,

\[ \int_0^h x''(t)x(t) dt = x'(t)x(t)|_0^h - \int_0^h x'(t)^2 dt = -\int_0^h x'(t)^2 dt. \]

Therefore,

\[ -\int_0^h x'(t)^2 dt + 2m\int_0^h |x(t)| \cdot |x'(t)| dt + k\int_0^h x(t)^2 dt \geq 0, \]

where equality is possible only when \(m = 0\). Using the inequality (see 2.23.2)

\[ \int_0^h x(t)^2 dt \leq \frac{h^2}{\pi^2}\int_0^h x'(t)^2 dt, \]

and applying the BUNIAKOWSKI-SCHWARZ inequality, we get

\[ \int_0^h |x(t)| |x'(t)| dt \leq \left(\int_0^h x'(t)^2 dt \cdot \int_0^h x(t)^2 dt\right)^{1/2} \leq \frac{h}{\pi}\int_0^h x'(t)^2 dt. \]
Inequalities (4), (5) and (6) together yield
\[- \int_0^h x'(t)^2 \, dt + 2m \frac{h}{\pi} \int_0^h x'(t)^2 \, dt + k \frac{h^2}{\pi^2} \int_0^h x'(t)^2 \, dt \geq 0,\]
which implies (4).
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3.9.66 Let \( \varphi \) be a real continuous function of the real variable \( x \) on \( [a, b] \). If the differential equation
\[ y'' + \varphi(x) y = 0 \]
has a nontrivial solution \( y \) that vanishes at two points of \( [a, b] \), then, according to A. M. LYAPUNOV, \( \varphi \) is subject to the inequality
\[
(b - a) \int_a^b |\varphi(x)| \, dx > 4.
\]

This inequality is sharp in the sense that the constant 4 cannot be replaced by a large number.

Z. NEHARI claimed that in [1] he has proved the following statement:
Let \( \varphi_1, \ldots, \varphi_n \) be real continuous functions in \( [a, b] \). If the differential equation
\[ y^{(n)} + \varphi_n(x) y^{(n-1)} + \cdots + \varphi_1(x) y = 0 \]
has a nontrivial solution \( y \) that has \( n \) zeros in \( [a, b] \), then
\[
\sum_{k=1}^n 2^k (b - a)^{n-k} \int_a^b |\varphi_k(x)| \, dx > 2^{n+1}.
\]

As we can see from [2], Z. NEHARI himself communicated that the above inequality is undecided since the argument given in [1] is invalid.

A. M. FINK and D. F. ST. MARY demonstrated that (2) is correct for \( n = 2 \). In fact, they proved a stronger result for
\[
y'' + g(x) y' + f(x) y = 0,
\]
which reads:

Let \( a \) and \( b \) be successive zeros of a nontrivial solution to (3) where \( f \) and \( g \) are integrable functions. Then
\[
(b - a) \int_a^b f(x) \, dx - 4 \exp \left( - \frac{1}{2} \int_a^b g(x) \, dx \right) > 0
\]
and, a fortiori,
\[(b - a) \int_a^b f^+(x) \, dx + 2 \int_a^b |g(x)| \, dx > 4,
\]

where \(f^+(x) = \max(0, f(x))\).

Inequality (4) is sharp since it reduces to Lyapunov's inequality (1), when \(g(x) \equiv 0\), and this is known to be sharp (see, for example, [3]).

H. Hochstadt [4] obtained the following result:
Let \(p\) and \(q\) be integrable functions in \([a, b]\). If
\[y^{(n)} - p(x) y^{(n-1)} - q(x) y = 0 \quad (n \geq 2)\]
has a nontrivial solution \(y\) that has at least \(n\) zeros in \([a, b]\), then
\[\left( (b - a)^{n-1} \int_a^b |q(x)| \, dx \right)^{1/n} + \frac{1}{n} \int_a^b |p(x)| \, dx \geq 2.\]

In connection with the more general results about this problem, see paper [5] of P. Hartman which also contains six bibliographical items.
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3.9.67 Let \(V\) be a vector space over the field of real numbers, and let the operator \(||x|||\) be defined for all \(x \in V\), satisfying the following conditions

(1) \(||x|||\) is a nonnegative real number,

(2) \(||x + y|||^2 + ||x - y|||^2 = 2 \|||x|||^2 + 2 \|||y|||^2.\]

Then
\[||x + y|| \leq ||x|| + ||y||.\]

Proof. We first observe that \(||0||| = 0\) and \(||-x||| = ||x|||. Define an inner product \((x, y)\) by
\[(x, y) = \frac{1}{4} \left(||x + y||^2 - ||x - y||^2\right).\]

We have immediately \((x, x) = ||x||^2\) and \((x, y) = (y, x)\). By a repeated use of the relation (2) we obtain \((x + z, y) = (x, y) + (z, y)\). It then follows
that \((rx, y) = r(x, y)\) for all rational numbers \(r\). Hence, for all rational numbers \(r\) we have
\[
0 \leq (rx + y, rx + y) = r(x, x)^2 + 2r(x, y) + (y, y),
\]
which implies the Cauchy inequality
\[
|(x, y)| \leq \|x\| \|y\|.
\]

However,
\[
\|x + y\|^2 = (x + y, x + y) = (x, x) + 2(x, y) + (y, y)
\leq \|x\|^2 + 2|\langle x, y \rangle| + \|y\|^2
\leq \|x\|^2 + 2\|x\| \|y\| + \|y\|^2 = (\|x\| + \|y\|)^2,
\]
i.e., \(\|x + y\| \leq \|x\| + \|y\|\).
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3.9.68 If \(\alpha\) and \(\beta\) are vectors in a Banach space and \(\rho \geq 1\), then
\[
2^{-\rho} |\alpha - \beta|^\rho \leq ||\alpha|^{\rho - 1} \alpha - |\beta|^{\rho - 1} \beta| \leq 3\rho |\alpha - \beta| (|\alpha| + |\beta|)^{\rho - 1}.
\]

Remark. The above result is given in [1] without proof.

Reference


3.9.69 Let the arithmetic and geometric means of the real nonnegative numbers \(a_1, \ldots, a_n\) taken \(n - 1\) at a time be denoted by
\[
\alpha_i = \frac{a_1 + \cdots + a_n - a_i}{n - 1}, \quad \gamma_i = \left(\frac{a_1 \cdots a_n}{a_i}\right)^{1/(n - 1)} \quad (i = 1, \ldots, n).
\]
Then
\[
\frac{\gamma_1 + \cdots + \gamma_n}{n} \leq (\alpha_1 \cdots \alpha_n)^{1/n} \quad (n = 3, 4, \ldots).
\]
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3.9.70 If \(a_i \geq 0\), \(n > 2\) and not all the members of the sequence \(a = (a_1, \ldots, a_n)\) are equal, the following inequality holds
\[
(1) \quad (n - 2) \sum_{i=1}^{n} a_i + n(a_1 \cdots a_n)^{1/n} - 2 \sum_{1 \leq i < j \leq n} (a_i a_j)^{1/2} \geq 0,
\]
with equality if and only if, for some \(i,\)\n\[
a_i = 0, \quad a_1 = \cdots = a_i = a_{i+1} = \cdots = a_n.
\]
Proof. Consider the function

\[ g_n(a) = (n - 2) \sum_{i=1}^{n} a_i + n (a_1 \cdots a_n)^{1/n} - 2 \sum_{1 \leq i < j \leq n} (a_i a_j)^{1/2} \]

and suppose, without loss of generality, that \( a_1 \leq a_2 \leq \cdots \leq a_n \).

Suppose now that (1) holds, for some \( n \geq 2 \), i.e., that \( g_n(a) > 0 \), and put \( a'_1 = a_1 \) and \( a'_i = A = (a_2 \cdots a_{n+1})^{1/n} (i = 2, \ldots, n + 1) \). Then

\[ g_{n+1}(a') = (n - 1) a_1 + (n + 1) \frac{1}{a_1^{n+1}} A^{n+1} - 2n (a_1 A)^{1/2} \]

If \( a_1 = 0 \), then \( g_{n+1}(a') = 0 \). Let now \( a_1 > 0 \). Then

\[ \frac{g_{n+1}(a')}{2n a_1^{1/(n+1)}} = \frac{n - 1}{2n} \frac{1}{a_1^{n+1}} + \frac{n + 1}{2n} \frac{1}{A^{n+1}} - \frac{n}{a_1^{2(n+1)}} A^{1/2} \]

Applying the arithmetic-geometric mean inequality we have \( g_{n+1}(a') \geq 0 \), with equality if and only if \( a_1 = A \), i.e., \( a_1 = \cdots = a_{n+1} \), and this case was excluded from our consideration.

Therefore \( g_{n+1}(a') \geq 0 \), equality holding if and only if \( a_1 = 0 \).

Consider now the difference \( g_{n+1}(a) - g_{n+1}(a') \). We have

\[ g_{n+1}(a) - g_{n+1}(a') = (n - 1) \sum_{i=2}^{n+1} a_i - 2a_1^{1/2} \left( \sum_{i=2}^{n+1} a_i^{1/2} - nA^{1/2} \right) - 2 \sum_{2 \leq i < j \leq n+1} (a_i a_j)^{1/2} \]

\[ = g_n(\bar{a}) + \sum_{i=2}^{n+1} a_i - 2a_1^{1/2} \left( \sum_{i=2}^{n+1} a_i^{1/2} - nA^{1/2} \right) - n \prod_{i=2}^{n+1} a_i^{1/n}, \]

where \( \bar{a} = (a_2, \ldots, a_{n+1}) \). Since \( a_1 \leq A \), \( (a_2 \cdots a_{n+1})^{1/n} = A \) and \( g_n(\bar{a}) \geq 0 \), according to the hypothesis, and since the term in bracket is \( \geq 0 \), we have

\[ g_{n+1}(a) - g_{n+1}(a') \geq \sum_{i=2}^{n+1} a_i - 2A^{1/2} \sum_{i=2}^{n+1} a_i^{1/2} + nA \sum_{i=2}^{n+1} (a_i^{1/2} - A^{1/2})^2 \]

\[ \geq 0, \]

with equality if and only if \( a_i = A \) \( (i = 2, \ldots, n + 1) \), i.e., \( a_2 = \cdots = a_{n+1} \).

This proves inequality (1).

Reference

Kober, H.: On the arithmetic and geometric means and on Hölder's inequality.
3.9.71 Let \( f \) be a real function which on an interval whose length is not less than 2 satisfies the conditions \( |f(x)| \leq 1 \) and \( |f''(x)| \leq 1 \). Then
\[
|f'(x)| \leq 2,
\]
where the constant 2 is the best possible.

**Proof.** Without any loss of generality we can suppose that \( 0 \leq x \leq 2 \). Then
\[
f(x) - f(0) = xf'(x) - \frac{1}{2} x^2 f''(t_1) \quad \text{for} \quad 0 \leq t_1 \leq x \leq 2,
\]
and, therefore,
\[
f(2) - f(x) = (2 - x)f'(x) + \frac{1}{2} (2 - x)^2 f''(t_2) \quad \text{for} \quad 0 \leq x \leq t_2 \leq 2,
\]
i.e.,
\[
2 |f'(x)| \leq 1 + 1 + \frac{1}{2} x^2 + \frac{1}{2} (2 - x)^2 = 4 - x(2 - x) \leq 4,
\]
or
\[
|f'(x)| \leq 2.
\]

The function \( f \) defined by \( f(x) = \frac{1}{2} x^2 - 1 \) shows that the sign of equality can actually hold in (1).

The above result is due to E. Landau [1]. It was generalized by V. G. Avakumović and S. Aljančić [2] who proved by geometric arguments that if \( f \) is a real function such that \( |f''(x)| \leq 1 \) for \( 0 \leq x \leq 1 \), then, for \( 0 \leq x \leq 1 \),
\[
|f'(x) - f(1) + f(0)| \leq \frac{1}{2} - x + x^2,
\]
and that this bound cannot be improved.

They also proved that the following conditions
\[
|f''(x)| \leq 1 \quad \text{for} \quad 0 \leq x \leq 1, \quad \text{and} \quad f'(0) = f'(1)
\]
implies
\[
|f'(x) - f(1) + f(0)| \leq \frac{1}{4} \quad \text{for} \quad 0 \leq x \leq 1.
\]

This bound cannot be improved.

**Remark.** The above result of E. Landau, transcribed for the interval \([0, 1]\), reads: If \( |f''(x)| \leq 1 \) and \( |f(x)| \leq 1/4 \) for \( 0 \leq x \leq 1 \), then \( |f'(x)| \leq 1 \) for \( 0 \leq x \leq 1 \).

**Comment by J. D. Kečkić.** Using the same method of proof as Landau's, the following result can be proved:
Let \( f \) be a real function which on an interval whose length is not less than \( a \) satisfies the conditions \( |f(x)| \leq 1 \) and \( |f''(x)| \leq 1 \). Then

\[
|f'(x)| \leq \frac{2}{a} + \frac{a}{2}.
\]
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3.9.72 If \( f \) is a real periodic function with a period \( 2T \) and if \( p \) and \( q \) are positive integers, then

\[
\max |f^{(p)}(t)| \leq 2T \left( \frac{T}{\pi} \right)^q \max |f^{(p+q+1)}(t)|.
\]
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3.9.73 If \( p_i > 0, q_i > 0 \) \((i = 1, \ldots, n)\) and if

\[
\sum_{i=1}^{n} p_i = \sum_{i=1}^{n} q_i,
\]

then

\[
\sum_{i=1}^{n} p_i \log p_i \geq \sum_{i=1}^{n} p_i \log q_i.
\]

Proof. Starting with inequality \( x \log x \geq x - 1 \), which holds for \( x > 0 \), we have

\[
\frac{p_i}{q_i} \log \frac{p_i}{q_i} \geq \frac{p_i}{q_i} - 1.
\]

Since \( q_i > 0 \), the last inequality yields

\[
\frac{p_i}{q_i} \log \frac{p_i}{q_i} \geq p_i - q_i.
\]

Adding inequalities (3) for \( i = 1, \ldots, n \) and taking (1) into account, we get inequality (2).

Equality holds in (2) if and only if \( p_i = q_i \) \((i = 1, \ldots, n)\).

Remark 1. Inequality (1) appears in the theory of information. See, for example, [1] and [2].

Remark 2. J. Aczél (see [3]) proved, in connection with a problem of J. Pfanzagl, that

\[
\sum_{i=1}^{n} p_i f(p_i) \geq \sum_{i=1}^{n} p_i f(q_i) \text{ with } \sum_{i=1}^{n} p_i = \sum_{i=1}^{n} q_i = 1, \ p_i > 0, \ q_i > 0 \ (i = 1, \ldots, n > 2)
\]
is equivalent to
\[ f(p) = a \log p + b \quad (a > 0), \]
if \( f \) is a differentiable function.

P. Fischer [4] proved that all the solutions of inequality

\[ \sum_{i=1}^{n} p_i f(p_i) \geq \sum_{i=1}^{n} p_i f(q_i) \quad (n \geq 2) \]

with the cited conditions, are monotone, while for \( n \geq 3 \) they are differentiable.

Gy. Muszély (see [5]) determined for \( n = 2 \) all the solutions of inequality (4) which are continuous on \((0, 1)\).
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4. Fischer, P.: Sur l’inégalité \( \sum_{i=1}^{n} p_i f(p_i) \geq \sum_{i=1}^{n} p_i f(q_i) \). Aequationes Math. 2, 363 (1969).

3.9.74 D. S. Mitrović [1] proposed the following problems:

Problem 1. Determine those algebraic functions \( A_k(x) \), \( k = 2, 3, \ldots \), which have the following properties:

\[ \frac{\log x}{x - 1} \leq A_k(x) \quad (x > 0), \]
\[ A_k(x) \sim x^{-1/k} \quad (x \to 0 +), \]
\[ xA_k(x) \sim x^{1/k} \quad (x \to + \infty), \]
\[ A_k(x) - \frac{\log x}{x - 1} \sim a_k(x - 1)^{2k-2} \quad (x \to 1), \]

where \( a_k \) is independent of \( x \).

J. Karamata [2] and D. Blanuša [3] have given the forms of \( A_2(x) \), \( A_3(x) \) and \( A_4(x) \), namely:

\[ A_2(x) = \frac{1}{\sqrt[3]{x}}, \quad A_3(x) = \frac{1 + \sqrt[3]{x}}{x + \sqrt[3]{x}}, \]
\[ A_4(x) = \frac{7 + 16t + 7t^2}{7t - t^2 + 18t^3 - t^4 + 7t^5}, \quad \text{with} \quad t = \sqrt[4]{x}. \]

In connection with functions \( A_2 \) and \( A_3 \), see 3.6.15 and 3.6.16.

Problem 2. Find also algebraic functions \( A_k(x) \) (\( k = 2, 3, \ldots \)) such that, for \( x > 0 \),

\[ \frac{\log x}{x - 1} \leq A_k(x) \quad \text{and} \quad A_m(x) \geq A_n(x) \quad \text{for} \quad 2 \leq m \leq n. \]
D. Blanuša [3] indicated, without proof, that
\[ A_2(x) \geq A_3(x) \geq A_4(x), \]
for \( x > 0. \)

**Remark.** So far no solution has been published to the above problems.
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**3.9.75** Let \( x \mapsto T_n(x) \) be a real trigonometric polynomial all the roots of which are real, and let \( \max_{0 \leq x \leq 2\pi} |T_n(x)| = 1. \)

In 1940, P. Erdős [1] conjectured that
\[ \int_0^{2\pi} |T_n(x)| \, dx \leq 4. \]

**Remark.** It seems that this conjecture \((E)\) has neither been proved nor disproved. W. K. Hayman on p. 27 of [2] has again in 1967 drawn attention to conjecture \((E)\).

H. Kuhn [3] has recently given two new conjectures from which follows the truth of \((E)\).
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**3.9.76** Let \( a, b > 0. \) If \( m, n > 1, \) then
\[ ((a + b)^m - a^m)^n + ((a + b)^n - b^n)^m > (a + b)^{mn}, \]
and if \( 0 < m, n < 1 \) this inequality is reversed.

Let \( a, b, c > 0, \) \( 0 < p, q, r < 1, \) \( p + q + r = 1, \) and \( s = mnt. \) If \( m, n, t > 1, \) then
\[ ((a + b + c)^{s/m} - a^{s/m})^m + ((a + b + c)^{s/n} - b^{s/n})^n + ((a + b + c)^{s/t} - c^{s/t})^t > 2 (a + b + c)^s, \]
while if \( 0 < m, n, t < 1, \) then this inequality is reversed.

Furthermore, for \( \mu > 1 \) and \( \nu > 1 \) we have
\[ \prod_{i=1}^{\mu} \left( 1 - \prod_{j=1}^{\nu} \varphi_{ij} \right) + \prod_{j=1}^{\nu} \left( 1 - \prod_{i=1}^{\mu} q_{ij} \right) > 1, \]
where
\[ \varphi_{ij} + q_{ij} = 1, \ 0 < \varphi_{ij} < 1 \ (i = 1, \ldots, \nu; \ j = 1, \ldots, \mu). \]
3.9 Miscellaneous Inequalities

Remark. The above results, due to J.C. Turner, V. Conway, M.S. Klamkin and J. Brenner, generalize the inequality of 3.6.36.
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3.9.77 For the function \( f \) defined by

\[
    f(x) = \frac{1}{\sqrt{2\pi}} \int_0^x e^{-t^2/2} \, dt \quad (x \geq 0)
\]

J.T. Chu proved in [1] the following result: If \( f \) satisfies

\[
    \frac{1}{2} (1 - e^{-ax^2})^{1/2} \leq f(x) \leq \frac{1}{2} (1 - e^{-bx^2})^{1/2},
\]

then it is necessary and sufficient that

\[
    0 \leq a \leq \frac{1}{2} \quad \text{and} \quad b \geq \frac{2}{\sqrt{a}}.
\]

G. Pólya and J.D. Williams have earlier proved independently that

\[
    f(x) \leq \frac{1}{2} (1 - e^{-2x^2})^{1/2}.
\]

Remark 1. The above results can be connected with Mills' ratio (see 2.26).

Remark 2. References concerning results of G. Pólya and J.D. Williams are given in paper [1].
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3.9.78 Let \( x \mapsto f(x) \) and \( x \mapsto g(x) \) be nonnegative concave functions on \([0, a]\) (\(a > 0\)) such that

\[
    0 < \left( \int_0^a f(x)^p \, dx \right)^{1/p} < +\infty \quad \text{and} \quad 0 < \left( \int_0^a g(x)^q \, dx \right)^{1/q} < +\infty.
\]

Then:

1. For \( p > 1 \) and \( q > 1 \),

\[
    \left( \int_0^a f(x)^p \, dx \right)^{1/p} \left( \int_0^a g(x)^q \, dx \right)^{1/q} \geq \frac{1}{6} \left(1 + \frac{1}{p}ight)^p \left(1 + \frac{1}{q}ight)^q a \frac{1}{p} \frac{1}{q}.
\]
2° For \(|\phi| < 1 \text{ and } |q| < 1\),

\[
\frac{\int_0^a f(x) g(x) \, dx}{\left( \int_0^a f(x)^p \, dx \right)^{1/p} \left( \int_0^a g(x)^q \, dx \right)^{1/q}} \leq \frac{1}{3} \left( 1 + \phi \right)^\frac{1}{p} \left( 1 + q \right)^\frac{1}{q} \frac{1}{a} \frac{1 - 1}{p} - \frac{1}{q}.
\]

This result, due to D.C. Barnes, is in connection with Theorems 5 and 6 of 2.11.
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3.9.79 The following inequality

\[Ax^2 + 2Bxy + Cy^2 + 2Dx + 2Ey + F > 0\]

holds for all real values of \(x\) and \(y\) if and only if either

1° \(A > 0, \quad \begin{vmatrix} A & B \\ B & C \end{vmatrix} > 0, \quad \begin{vmatrix} A & B & D \\ B & C & E \\ D & E & F \end{vmatrix} > 0,\)

or

2° \(A > 0, \quad \begin{vmatrix} A & B \\ B & C \end{vmatrix} = 0, \quad \begin{vmatrix} A & B \\ D & E \end{vmatrix} = 0, \quad \begin{vmatrix} A & D \\ D & F \end{vmatrix} > 0,\)

or

3° \(A = B = D = 0, \quad C > 0, \quad \begin{vmatrix} C & E \\ E & F \end{vmatrix} > 0,\)

or

4° \(A = B = C = D = E = 0, \quad F > 0.\)

3.9.80 Let \(a = (a_1, \ldots, a_n)\) and \(b = (b_1, \ldots, b_n)\) satisfy \(0 \leq a_1 \leq \cdots \leq a_n\) and \(0 \leq b_n \leq \cdots \leq b_1\) with

\[a_i \geq \frac{a_{i-1} + a_{i+1}}{2}, \quad b_i \leq \frac{b_{i-1} + b_{i+1}}{2} \quad \text{for } i = 2, \ldots, n - 1.\]

Then

\[\sum_{i=1}^n a_i b_i \geq \frac{n-2}{2n-1} \left( \sum_{i=1}^n a_i^2 \right)^{1/2} \left( \sum_{i=1}^n b_i^2 \right)^{1/2}.\]

The inequality is sharp and equality holds in the case \(a_i = n - i, \quad b_i = i - 1 \quad (i = 1, \ldots, n).\)

This result was communicated to us by D.C. Barnes.
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